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Abstract

Performance of object detection models has been grow-
ing rapidly on two major fronts, model accuracy and ef-
ficiency. However, in order to map deep neural network
(DNN) based object detection models to edge devices, one
typically needs to compress such models significantly, thus
compromising the model accuracy. In this paper, we pro-
pose a novel edge GPU friendly module for multi-scale fea-
ture interaction by exploiting missing combinatorial con-
nections between various feature scales in existing state-of-
the-art methods. Additionally, we propose a novel transfer
learning backbone adoption inspired by the changing trans-
lational information flow across various tasks, designed to
complement our feature interaction module and together
improve both accuracy as well as execution speed on var-
ious edge GPU devices available in the market. For in-
stance, YOLO-ReT with MobileNetV2×0.75 backbone runs
real-time on Jetson Nano, and achieves 68.75 mAP on Pas-
cal VOC and 34.91 mAP on COCO, beating its peers by
3.05 mAP and 0.91 mAP respectively, while executing faster
by 3.05 FPS. Furthermore, introducing our multi-scale fea-
ture interaction module in YOLOv4-tiny and YOLOv4-tiny
(3l) improves their performance to 41.5 and 48.1 mAP re-
spectively on COCO, outperforming the original versions
by 1.3 and 0.9 mAP.

1. Introduction
Object detection is one of the most fundamental prob-

lems in computer vision, which does both localisation and
classification of various objects in an image or a video.
Due to its foundational nature, object detection has numer-
ous applications across various domains like unmanned au-
tonomous vehicle (UAV) [46], medical imaging [12], iden-
tity verification [45], robot navigation [61, 44], sports analy-
sis [20], etc. and has been adapted into more complex prob-
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lem statements like object tracking [58], action recognition
[1], face recognition [32], etc. Many of these applications
require highly accurate real-time feedback.

Object detection has seen major advancements in recent
years both in accuracy as well as efficiency due to the adop-
tion of deep learning algorithms [3, 29]. A majority of re-
search in efficient object detection is dominated by single-
stage object detection models that do both localisation and
classification in the same network [2, 9, 49], and focuses
on real-time execution using Desktop GPUs, like YOLOv4
[2], EfficientDet [49], ScaledYOLOv4 [51], etc. However
the execution speed of such models (measured in frames per
seconds or FPS) drops dramatically on edge devices due to
their high computational requirement[62].

Real-time object detection is a vital functionality for
modern end-node IoT devices, which due to their discon-
nection to a centrally located computing platform, do not
pack large amounts of computing power and face stricter
power supply and latency constraints. However, bringing
the power of computing directly to such devices where the
data is being collected or consumed, can help us save the
data transfer and high computational costs, and improve
on response time and other bandwidth issues that would
arise in case of an off-location computing. While most
of the recent work in the field of lightweight computer vi-
sion focuses on reducing the model size and computations
[6, 14, 48], it is important to note that these improvements
do not directly translate into a faster model. In fact, using
these metrics of comparison without executing the model
on target device can lead to sub-optimal design [33, 38].

Multi-scale feature interaction is at the heart of modern
object detection models [27, 30, 49]. However, with the
increasing complexity of these feature interaction modules,
the trade-off between efficiency and accuracy is saturating
(see Table 3), leaving the need for an innovative feature in-
teraction method. Since most existing methods focus on
some combination of the top-down on bottom-up approach
to feature collection, these paths leave out a number of
possible inter-scale interactions between non-adjacent fea-



ture scales that can significantly improve feature refinement
for further processing. Additionally, existing feature inter-
action methods are constrained by the number of output
scales, thus missing out on important low-level features.

The direct adoption of transfer learning backbone from
classification to detection has been a topic of debate for a
long time [67], with a number of research papers even cre-
ating their own backbones designed and trained directly on
object detection datasets [55, 57]. The increasingly task-
specific nature of later layers in a backbone has also been
studied extensively [60], and thus directly using pre-trained
backbone during transfer learning is clearly not the best
adoption of expert knowledge available at our disposal. A
more effective backbone adoption is required to achieve the
best trade-off between accuracy and efficiency.

In this work, we design a raw feature collection and re-
distribution module along with an improved truncated back-
bone adoption during transfer learning that is compatible
with various feature extraction backbones and detection
heads, and improves both model’s execution speed as well
as accuracy on edge GPUs. Our contributions include:

• A lightweight raw feature collection and redistribution
(RFCR) module that efficiently combines multi-scale fea-
tures, compatible with various backbones and detection
heads. Additionally, the feature collection of our RFCR
module is independent of the number of output scales in
the detection head, facilitating better feature interaction.

• An extensive experimental analysis of the importance of
individual transfer learning layers, together with a trunca-
tion method for improved model efficiency. Our trunca-
tion and RFCR module complement each other, allowing
us to create faster and more accurate detection models.

• An in-depth ablation study with on-device execution la-
tency experiments for edge GPUs, instead of other indi-
rect metrics like MFLOPs or model size, thus providing
an accurate comparison of various competing designs.

2. Background
Convolutional Neural Networks (CNNs) in the last

decade have made several advancements in the direction of
lightweight components which benefits both the feature ex-
traction backbone as well as the head of an object detection
model. We elaborate the details in the following.

2.1. Single-stage Object Detection

A modern single-stage object detection model comprises
of two components, a feature extractor usually pre-trained
on ImageNet [41] and an object detection head responsi-
ble for the final output. While CNNs are the go-to choice
for feature extraction models, there does exist some work
on the exploration of other forms of feature extractors, e.g.,

extreme learning machines (ELM) [59], motion probabil-
ity maps [43], etc.. Single-stage object detection models
can be further divided based on the detection head they use
into anchor-based or anchor-free models. Heatmap-based
detection models like CornerNet [21], CenterNet [7], etc.
are common examples of anchor-free models. However,
these models require computationally expensive backbones
[35] as they rely on keeping high resolution information
of the input image intact. Anchor-based detection models
on the other hand are the lighter alternatives. For example,
YOLOv3 detection head [10] is one of the most commonly
used detection head for edge devices, and allows easy inte-
gration of lightweight backbones [9, 55, 37, 2, 51].

2.2. Building Blocks

A large section of research in real-time object detection
models have been devoted to improving the basic building
blocks of CNNs. The traditional CNN layers contain a large
number of parameters as well as computations, forcing most
such real-time detection models to be significantly shallow
networks [9, 10]. Decoupling 2D convolution into depth-
wise separable and pointwise (1×1) convolutions is a com-
mon technique to make networks lighter [37, 16, 49, 64].
Further reducing the number of channels using 1×1 convo-
lutions before applying the intended convolution gave birth
to the idea of fire modules [19] and have been adapted in
various lightweight detection models [9, 22, 24, 54, 56].

However, using multiple consecutive pointwise convolu-
tions to reduce the computational cost of the information
flow infringes on an essential rule of designing fast deep
learning models, i.e., network fragmentation [33]. Network
fragmentation is a phenomena in which a heavier operation
is fragmented into multiple lightweight operations, and sig-
nificantly hurts the model’s execution speed as it interferes
with its internal degree of parallelism [33]. For example,
MobileDets [57] discovered that grouped pointwise convo-
lutions are not well executed on GPU devices, while Shuf-
fleNetV2 [33] found that pointwise convolutions are fastest
when number of input and output channels are the same.

The final feature extraction backbone is formed by com-
bining one or more of the building blocks mentioned above.
A number of works have even utilized Neural Architecture
Search (NAS) to build their own backbones and detection
models [57, 55]. However, these models miss out on trans-
fer learning information present in other pre-trained back-
bones [23, 25]. On the other hand, backbones pre-trained
on existing datasets might contain classification task spe-
cific features [26, 57], which can add an unnecessary bur-
den of feature calculation. Thus, an efficient adaptation of a
pre-trained backbone from classification to object detection
also plays a major role in the model’s final performance.



2.3. Multi-scale Feature Fusion

Multi-scale feature interaction is a vital part of the ob-
ject detection head, both in single-stage as well as two-
stage object detection models. Existing methods of feature
interaction take some combination of either the top-down
or bottom-up approach for the flow of information across
multi-scale features [17, 27, 30, 34, 36, 49, 18, 65]. Feature
Pyramid Networks (FPN) [27] were the first to create a top-
down path from high-level feature scales towards low-level
feature scales, with the purpose of using well processed
deeper features to help improve the accuracy of detection
layers using shallower features. Path Augmentation Net-
works (PANet) [30] took it a step further and showed that
an additional bottom-up path can help further improve the
detection accuracy of high-level features.

Building on the success of FPN and PANet, NAS-FPN
[4, 11] attempted to find the optimal paths of information
flow between various multi-scale features. Since such ar-
chitecture search based models are designed specifically
for certain datasets and backbone networks, it is difficult
to generalise them to a wider range of applications. How-
ever, these searches reveal interesting trends that can help us
learn more about the inherent requirements of such models.
NAS-FPN designs revealed the presence of direct connec-
tions between various feature scales not adjacent to each
other, showing that the flow of information only through
adjacent scales might become convoluted and warrants the
need of such shortcut connections. Similarly, NAS-FPN
also revealed the importance of repeatedly following the
top-down and bottom-up path that was later adopted by
BiFPN [49] to further improve model accuracy.

Not only the path taken to combine multi-scale features
together, but a lot of work have also been done on how
various features are combined. While most existing work
simply concatenates feature maps from multiple scales to-
gether, weighted or attention-based fusion of features have
also been proposed [23, 49] to better highlight more im-
portant feature scales. Another aspect of fusing features is
bringing them to a common scale. Simpler solutions for this
includes upsampling or downsampling one of the feature
scales to match the other. However, this can entail a local
positional mismatch between various scales, and thus mul-
tiple ways have also been explored to process the features
before and after fusion to facilitate better flow of informa-
tion across various scales [50, 61, 5].

3. Proposed Solution

In this section, we introduce a class of object detection
models, YOLO-ReT, which uses our RFCR module and
transfer learning inspired backbone truncation to improve
both accuracy and efficiency on edge GPUs.

3.1. Raw Feature Collection and Redistribution

We first introduce our raw feature collection and redis-
tribution (RFCR) module. Following our discussion in Sec-
tion 2.3, we look to strengthen the raw features provided
by the backbone using an improved feature interaction net-
work to increase the detection accuracy, without causing
any significant harm to the execution speed. While we focus
specifically on detection in this paper, our RFCR module
can be generalized to feature interaction for similar tasks.

Existing methods of multi-scale feature interaction can
be broken down into some combination of the top-down and
bottom-up approaches which focuses on only two adjacent
feature scales at a time. This misses out on a large num-
ber of possible combinatorial pairs and makes the propaga-
tion of information between distant feature scales inefficient
[4, 11]. Furthermore, when repeatedly using the top-down
and bottom-up paths like in BiFPN [49], e.g., moving from
BiFPNx2 to BiFPNx3, the detection accuracy of the model
starts to saturate (see Table 3 for details).

Here, inspired by non-adjacent feature scale connection
in NAS-FPN [4, 11], we propose a lightweight feature col-
lection and redistribution module which fuses raw multi-
scale features from the backbone together and then redis-
tributes it back to each feature scale. Thus feature maps
from each scale now contain direct connections from all
the other scales. Such a layer does not involve any heavy
computations or parameters, however allows a direct link
between every pair of feature scales, as shown in the Fig-
ure 1. It should be noted that our RFCR module can-
not replace the meticulousness that other feature aggrega-
tion methods provide, but instead we aim to provide an ex-
tremely lightweight feature processing before passing them
to other multi-scale feature fusion methods, providing or-
thogonal improvements in accuracy.

Additionally, our module design allows us independence
from the number of output scales in the detection head, as
there are no constraints between the number of input and
output features to our RFCR module. For example, despite
YOLOv3 detection head having 3 output scales, we can use
four different backbone features (3 features same as the out-
put scales, with a fourth shallower feature ’shortcut’) during
feature collection stage, allowing us to utilize more fine-
grained low-level features to improve model performance
[53]. Similarly, even for detection heads with only 2 output
scales like in YOLOv4-tiny [51], detection features are en-
riched by the multiple low-level features with the adoption
of our RFCR module (see Section 4.4.1).

As discussed in Section 2.3, the manner of feature fusion
is as important as the aggregation path. In order to keep the
additional latency overhead to a minimum, we pass the raw
features during collection through a single 1x1 convolution,
and use a simple weighted sum to fuse features together.
We pass the fused feature map through a mobilenet convo-
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Figure 1. Complete Architecture of YOLO-ReT.

lution block (MBConv), which is then redistributed back to
various scales. Such a design allows us to keep the network
fragmentation to a minimum, since our RFCR module can
be represented with just four layers, a 1x1 convolution, a
weighted sum and two layers in the MBConv block, along
with upsampling and downsampling layers as required. The
parallel collection and redistribution of features can also be
easily optimized for faster execution.

When fusing features from different scales, naive upsam-
pling and downsampling can cause inconsistent semantics
and local positional mismatch [5]. Thus, we propose in-
creasing the receptive field of the feature fusion layer by us-
ing a 5x5 kernel instead of the conventional 3x3 or 1x1, to
help improve the detection accuracy of the model with neg-
ligible affect on its execution latency. We found increasing
the kernel to 7x7 did not benefit the performance further.

3.2. Backbone Truncation

Most state-of-the-art lightweight image classification
models [33, 42, 48, 63] attempt to keep the number of chan-
nels to a minimum by gradually increasing them after every
few convolution blocks. However, towards the end, even
these models start rapidly expanding the number of chan-
nels after every block in an attempt to represent features
more clearly before the final fully connected layer [14, 47].
Not only are these last CNN layers the most computation-
ally expensive and heaviest part of the backbone (see the
spacing between datapoints in Figure 2), but since they are
used to create a better representation for the final classifica-
tion, these layers mainly contain task specific features.

The importance of transfer learning from classification
models has been questioned before, with certain papers
even designing specialised backbones for detection [57, 55].
This is based on the intuition that the translational infor-
mation flow (i.e. across height and width of the image)
through consecutive CNN layers varies across tasks. For
example, classification models do not preserve spatial infor-
mation and might accumulate to a spatially coarse feature.

On the other hand, detection models attempt to keep the spa-
tial information intact, required for a fine-grained detection
output. We identify that the transfer learning capabilities of
the initial layers of the feature extraction backbone are quite
vital, and it is the last layers that do not provide critical in-
formation for the detection/recognition.

We test the importance of individual backbone con-
volution layers with a detailed analysis of the transfer
learning capabilities of various feature extraction back-
bones, complete with PANet [30] feature aggregation path
and YOLOv3 [10] detection head. We experiment with
three commonly used backbones, MobilenetV2 (×0.75 and
×1.4) and EfficientNet-B3 for our experiments (see Sec-
tion 4.1 for more details) and divide the backbone into vari-
ous blocks, which in this case are MBConv blocks for Mo-
bileNetV2 and MBConvSE blocks for EfficientNet. Next,
we gradually increase, from shallower towards deeper, the
number of blocks which are initialised using pre-trained
weights from ImageNet dataset while the rest are initialised
randomly similar to the detection head, and trained each in-
dividual model to convergence (see Section 4.1 for the train-
ing setup). The collected results can be seen in Figure 2.

It can be noted from the figure, as we increase the portion
of feature extraction backbone initialised with pre-trained
weights, the model performance improves, emphasizing the
importance of transfer learning. However, around the 60%
mark the performance starts to deteriorate and fluctuate.
This shows that initializing the last layers of feature extrac-
tors with transfer learning weights from ImageNet actually
damages the performance as compared to random initializa-
tion, possibly because of being stuck in a local minima due
to the task-specific nature of these layers.

Since these last layers hold no transfer learning impor-
tance, they can be analysed purely from an architecture
viewpoint. As can be seen in Figure 2, these last 2 or 3
layers contain over 40% of the weights due to an extreme
expansion of number of channels not relevant for object de-
tection. Thus, we propose using a truncated version of var-
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ious feature extraction backbones for the final object detec-
tion model, presenting it as a better alternative than reducing
the scaling factor. We use the results from Figure 2 to find
the point of truncation, i.e., we truncate the last two blocks
from both MobileNetV2 versions, and the last three blocks
from EfficientNet when we adopt them as backbones.

4. Evaluations
We evaluate our proposed solution using mean average

precision [28] on multiple datasets as well as FPS achieved
on various edge GPU devices. A thorough ablation study
of our proposed RFCR module and backbone truncation
and comparison of our model’s performance against vari-
ous real-time object detection models is conducted.

4.1. Evaluation Setups

Feature Extraction Backbone. The balance of execution
speed and accuracy of the feature extraction backbone is
crucial to the final performance of the detection model due
to the transfer learning capability it offers [2, 7, 49]. As dis-
cussed in the Section 2.2, the device friendliness together
with the theoretical computation and model size are all
important factors that affect the model’s execution speed.
Instead of theoretically modeling the impact of these fac-
tors, we directly collect the FPS of various feature extrac-
tion backbones on Jetson devices in Table 1. Based on
the table, we focus on three commonly used lightweight
backbones, MobilenetV2 (×0.75), MobilenetV2 (×1.4) and
EfficientNet-B3 for our ablation study.
Lightweight Detection Layers. We use feature aggrega-
tion path proposed by PANet [30] and YOLOv3 detection
head [10]. Instead of traditional convolution blocks as in
PANet, we chose single 1x1 pointwise convolution layers
[15] for all forms of connections between various feature
levels. All features are passed through a single MBConvSE
block [48] before every feature aggregation path. We also

Backbone Depth Acc. FPS Size Comp.Nano NX AGX (MB)
ResNet50 [13] 177 74.9% 33.44 102.14 166.17 97.8 3989

MblNetV2 x 1.4 [42] 157 74.7% 47.64 129.96 188.64 23.5 588
DarkNet19 [39] 62 72.9% 48.37 115.07 187.25 79.5 2764
DarkNet53 [39] 187 77.2% 20.81 71.53 142.99 158 7172

CSPDarkNet53 [52] 418 77.2% 20.60 82.49 153.08 109 5038
EfficientNet-B0 [48] 250 77.1% 36.91 112.09 177.97 20.4 396
EfficientNet-B3 [48] 407 81.6% 17.97 74.48 134.94 47.1 1007

Table 1. Backbone accuracy (ImageNet Top-1) and FPS

do all feature refining during feature aggregation, and again
use only a single 1x1 pointwise layer for converting the final
feature map into an object detection output.
Dataset and Evaluation Metrics. We choose Pascal VOC
[8] and COCO [28] datasets for their popularity for similar
tasks. Pascal VOC contains a total of 16,551 images, with
20 object classes and an average of 2.4 bounding boxes per
image. COCO is a larger dataset that contains 117,264 im-
ages with 80 object classes and has an average of 7.4 bound-
ing boxes per image. We conduct all ablation studies on
Pascal VOC, while the final comparison with other state of
the art lightweight object detection models in literature are
on both datasets. We use Pascal VOC 2007 and 2012 train-
ing dataset together for training and compare results on the
2012 test split. For COCO, we use the train and validation
splits of COCO 2017 dataset. For Pascal VOC, we use the
default IoU threshold of 0.5, while for COCO we provide
various detailed metrics as proposed by the dataset [28]. We
also compare the runtime FPS of various models on Jetson
Nano, Jetson Xavier NX and Jetson AGX Xavier.
Training Details. We use two forms of data augmentation
during training, (i) geometric augmentations like random
crop, rotation, flip, resize etc., and (ii) photometric augmen-
tations like HSV adjustment, brightness adjustment etc. We
use self-adversarial training [2] along with a cosine learn-
ing rate decay [31] for best results. For localization, we use
GIoU loss [40] rather than the other alternatives (CIoU[66],
MSE loss). For training, we first freeze the layers which are
initialized using transfer learning weights and train for 100
epochs with a starting learning rate of 0.001. Next, we un-
freeze all the layers and fine-tune the model for 150 epochs
on a smaller starting learning rate of 0.0001. We do all our
ablation studies on 320x320 input resolution, but we also
train 224x224 and 416x416 models for final comparison.
Device Setup. For ablation study, all models together with
the baselines are implemented on three Jetson devices for
FPS calculation. We use TensorRT based FP16 optimiza-
tion to further speed up the execution. All models are exe-
cuted with batch size = 1 as we are targeting real-time ap-
plications. We process 10,000 images and take the average
execution time for FPS calculations. We also provide FPS
values for TensorRT based INT8 optimizations, to provide
a fair comparison against baseline models designed specifi-



Complete Backbone Truncated Backbone
x

AP 50 FPS
AP 50 FPS

Nano NX AGX Nano NX AGX
1.4 69.88 19.96 62.58 90.63 69.67 24.58 67.38 95.19

MblNetV2 1.0 69.40 24.85 67.92 93.20 68.87 29.32 73.87 98.67
(width = x) 0.75 68.67 28.16 73.25 99.75 66.58 34.02 77.67 103.77

0.5 63.94 35.18 81.05 117.52 61.27 39.97 86.13 124.27
B3 72.05 9.69 45.72 73.15 72.28 11.24 49.72 78.61

Efficient- B2 71.84 12.44 50.86 80.08 71.92 13.45 55.61 82.47
-Net-x B1 71.67 13.34 52.31 82.19 71.59 14.62 57.52 86.22

B0 71.24 18.27 60.97 95.96 70.98 19.08 64.34 99.95

Table 2. Comparing Width reduction vs Depth reduction

cally for integer computations [55]. It should be noted that
Jetson Nano does not have tensor cores to support INT8
based optimization, and thus such models do not have any
advantage over their floating point counter-parts on Jetson
Nano. Additionally, the FPS values reported here might
differ from the original reported values for various models,
which can be attributed to TensorRT optimizations not per-
formed, prediction box post-processing time not included
or a bigger batch size used by certain works in literature.

4.2. Ablation Study

Following the steps to construct the final detection
model, we first start with the backbone truncation and then
integrate our RFCR module for final comparison.

4.2.1 Truncated feature extraction backbone

We compare two ways of compressing the MobileNetV2
and EfficientNet backbones, which are reducing the scaling
factor (or width multiplier for MobileNetV2) and truncat-
ing the last parameter heavy layers, and collect the results
in Table 2. It can be noted that the truncated versions of Ef-
ficientNet are able to outperform their counterparts, both in
terms of accuracy as well as FPS, emphasizing on the nega-
tive impact of classification task specific backbone features.

For MobileNetV2, when comparing models with similar
FPS, the one with the truncated backbone performs better
than the the one with smaller scaling factor. e.g., when com-
paring truncated backbone MobileNetV2x1.4 with com-
plete backbone MobileNetV2x1.0, they both provide sim-
ilar FPS while the former one provides 0.27 better mAP.
This attributes to the fact that reducing the width multiplier
reduces the number of channels uniformly across all the lay-
ers while truncating the backbone only removes the features
from last layers. This difference is exaggerated even more
for lighter models on low power devices. For example,
truncated backbone at width 0.75 for MobileNetV2 gives
similar FPS to the complete backbone at width 0.5 (34.02
and 35.18 respectively on Jetson Nano), yet provides a 2.64
points improvement in mAP. Clearly, as we move towards
real-time performing models, using a truncated backbone

Feature Without RFCR module With RFCR module
Backbone Aggr.

AP 50 FPS
AP 50 FPS

Path Nano NX AGX Nano NX AGX
None 59.92 38.24 80.17 126.42 63.97 36.93 78.38 119.41
FPN 64.15 37.82 78.42 111.02 66.11 36.33 76.95 101.94

MblNetV2 PANet 66.58 34.02 77.67 103.77 68.75 33.19 71.64 95.97
x 0.75 BiFPNx1 66.29 34.81 78.04 103.47 66.65 33.78 72.17 95.70

BiFPNx2 66.69 32.98 76.10 101.78 66.83 31.43 75.61 99.40
BiFPNx3 66.78 31.54 74.45 100.37 66.90 30.72 73.68 98.27

None 68.15 28.21 72.97 110.24 69.26 26.50 71.81 106.43
FPN 69.02 26.06 69.69 103.18 69.95 24.19 66.23 98.73

MblNetV2 PANet 69.67 24.58 67.38 95.19 70.35 23.01 65.37 93.49
x 1.4 BiFPNx1 69.50 25.26 67.42 95.55 70.14 23.60 65.79 93.71

BiFPNx2 69.84 23.25 65.77 92.96 70.53 22.18 64.43 92.03
BiFPNx3 69.87 20.99 62.81 91.50 70.61 20.33 62.17 90.93

None 71.24 12.21 62.31 87.60 72.37 11.94 59.84 84.58
FPN 71.60 11.75 56.04 85.84 72.63 11.34 53.28 82.54

Efficient- PANet 72.28 11.24 49.72 78.61 72.96 10.96 47.07 75.61
Net-B3 BiFPNx1 72.07 12.12 47.70 79.28 72.80 11.71 45.02 75.39

BiFPNx2 72.39 11.15 43.53 76.22 73.01 10.72 42.24 72.89
BiFPNx3 72.51 9.92 39.91 72.55 73.08 9.38 38.25 67.99

Table 3. Effectiveness of RFCR module

provides a more accurate and faster feature extraction net-
work than the complete backbone.

4.2.2 Raw feature collection and redistribution

We now evaluate our raw feature collection and redis-
tribution module, combined with various truncated back-
bones as well as feature aggregation paths adapted with our
lightweight detection layers, in Table 3. Our method pro-
vides a consistent improvement in performance, irrespec-
tive of the backbone or the feature aggregation path that fol-
lows it. While this also comes at the cost of slight drop in
FPS, overall the trade-off between the two is favorable for
us, and thus the feature collection and redistribution module
serves as a profitable lightweight addition to the model.

On taking a deeper dive into Table 3, we can notice that
the effect of our feature redistribution is significantly more
when there is no other feature aggregation method follow-
ing it. This can be attributed to the fact that in the ab-
sence of any interaction between multi-scale features, ex-
cept through the backbone itself, such a redistribution pro-
vides the much needed feature interaction. However, even
with BiFPNx3, our method still gets a noticeable boost in
performance, showing the importance of shortcut connec-
tions between non-adjacent layers.

Finally, we bring all methods discussed above together
to do a combined component ablation study. The results
are collected in Table 4. We start with the MobileNetV2
(×0.75) backbone for Jetson Nano, MobileNetV2 (×1.4)
backbone for Jetson Xavier NX and EfficientNet-B3 back-
bone for Jetson AGX Xavier, along with a PANet fea-
ture aggregation based YOLOv3 object detection head and
lightweight detection layers. Next, we test our RFCR mod-
ule with and without truncating the backbone. While it is
clear that RFCR module performs well in both scenarios,



(a) Multi-Scale Raw Features

(b) Multi-Scale Raw Features passed through our RFCR Module

(c) Multi-Scale Raw Features passed through our RFCR module and PANet

(d) Multi-Scale Raw Features passed directly through PANet without the RFCR Module

Figure 3. Qualitative study with intermediate heatmaps. For all sets of three heatmaps, the original resolution of the feature maps from
low-level to high-level features, i.e., left-to-right, is 40x40, 20x20 and 10x10 respectively, for a 320x320 input image.

the drop in FPS for model with complete backbone is more
as compared to the one with truncated backbone. This is
due to the fact that the complete backbone has heavier lay-
ers towards the end, which makes the following feature ag-
gregation layers heavier too.

As discussed in Section 3.1, we also introduce additional
’shortcut’ connections in our RFCR module independent of
the detection head’s output scales. We notice that this addi-
tional ’shortcut’ from shallower layers of the backbone fur-
ther improves its accuracy, emphasizing the importance of
low-level features for accurate detection tasks and the free-
dom our design provides in using more input features from
the backbone than the number of output scales. Overall, we
are able to both speed up the execution and improve accu-
racy by combining backbone truncation and RFCR module.

4.3. Qualitative Analysis

We also conduct a qualitative assessment of our RFCR
module by visualizing various intermediate feature maps
using our MobileNetV2x0.75 based model. We do a chan-
nel wise max pooling of the feature maps and then plot the
obtained heatmaps scaled back to the original input image,
as shown in Figure 3. For all 3 images, we notice that the
raw feature maps (a) directly from the backbone are very
noisy. While low-level raw features create a better bound-
ary around the object, the attention patterns are discontinu-
ous due to their smaller receptive field. On the other hand,
high-level raw features create an inaccurate boundary which
sometimes extends well beyond the object. However, just
by doing a simple feature collection and redistribution, we
obtain feature maps (b), in which we notice that various
scales of features work together in harmony to obtain a bet-
ter boundary of attention around the object. We notice sim-
ilar behavior between final feature maps (c) obtained right

Baseline +Truncate +RFCR +Shortcut AP 50 FPS
✗ ✗ ✗ 68.67 28.16

MobileNetV2 x 0.75 ✓ ✗ ✗ 66.58 34.02

on Jetson Nano ✗ ✓ ✗ 69.50 26.97
✓ ✓ ✗ 68.40 33.35
✓ ✓ ✓ 68.75 33.19
✗ ✗ ✗ 69.88 62.58

MobileNetV2 x 1.4 ✓ ✗ ✗ 69.67 67.38

on Jetson NX ✗ ✓ ✗ 70.56 62.11
✓ ✓ ✗ 70.21 65.91
✓ ✓ ✓ 70.35 65.37
✗ ✗ ✗ 72.05 73.15

EfficientNet-B3 ✓ ✗ ✗ 72.28 78.61

on Jetson AGX ✗ ✓ ✗ 72.37 72.90
✓ ✓ ✗ 72.58 75.72
✓ ✓ ✓ 72.96 75.61

Table 4. Ablation study

before the detection head, and final feature maps (d) ob-
tained from a separately trained model which has the same
architecture but without RFCR module, even though fea-
ture maps (d) are obtained after feature aggregation through
PANet, which demonstrates that the RFCR module played
an important role in filtering out the noise from raw features.

4.4. Comparison with State-of-the-art Models

We build models based on selected backbones using
truncation and the RFCR module, and then compare them
with 3 different input image resolutions to various state-of-
the-art real-time object detection models with the same set-
tings, as shown in Table 5. As expected, smaller input res-
olution results in a faster but less accurate detection model.
We also provide detailed evaluation on COCO dataset in Ta-
ble 6, however the scope of comparison is limited as not all
state-of-the-art models provide such detailed results.

When comparing on Jetson Nano, we find that our



Model Input Size FPS AP 50

Res. (MB) Nano NX AGX VOC COCO
Tiny-YOLOv3 [10] 416 34.9 27.36 66.55 91.71 61.30 33.10
Tinier-YOLO [9] 416 8.9 30.14 68.73 92.09 65.70 34.00
YOLO Nano [55] 416 4.0 13.62 54.03‡ 85.81‡ 69.10 –

YOLO-Fastest [37] 320 1.3 42.41 76.13 126.82 61.02 –
YOLO-Fastest XL [37] 320 3.5 27.93 61.33 108.76 69.43 32.45

416 5.2 19.87 58.24 71.16 72.39 36.44
YOLO-ReT-M0.75 320 5.2 33.19 71.64 95.97 68.75 34.91

224 5.2 55.16 84.10 134.87 60.77 30.76
416 12.3 13.17 46.07 66.23 73.32 36.52

YOLO-ReT-M1.4 320 12.3 23.01 65.37 93.49 70.35 35.77
224 12.3 43.16 84.32 113.94 62.91 31.63
416 28.3 6.35 28.83 49.07 76.49 39.12

YOLO-ReT-EB3 320 28.3 10.96 44.59 75.61 72.96 36.51
224 28.3 18.57 54.87 93.55 65.52 33.11

‡ Calculated with INT8 optimization

Table 5. Comparison with other state-of-the-art models

Model Input COCO
Res. AP AP 50 AP 75 AP s APm AP l

Tiny-YOLOv3 [10] 416 15.3 33.1 12.4 4.4 15.2 25.1
Tinier-YOLO [9] 416 17.0 34.0 15.7 4.8 17.3 26.8

YOLO-ReT-M0.75 320 18.4 34.9 17.3 5.4 18.7 28.9
YOLO-ReT-M1.4 320 19.1 35.8 18.4 5.8 19.6 30.2
YOLO-ReT-EB3 320 19.7 36.5 19.3 6.3 20.3 31.1

Table 6. Evaluation on COCO dataset

model YOLO-ReT-M0.75 at 320x320 resolution outper-
forms Tinier-YOLO by 3.05 mAP on Pascal VOC and 0.91
mAP on COCO, while executing faster by 3.05 FPS. On
Jetson Xavier NX, our model YOLO-ReT-M1.4 at 320x320
resolution outperforms YOLO-Fastest-XL by 0.92 mAP
on Pascal VOC and 3.34 mAP on COCO, while execut-
ing faster by 4.02 FPS. Even though our YOLO-ReT-EB3
model at 416x416 resolution is able to push for the best per-
formance while still executing real-time on Jetson Xavier
AGX, it should be noted that at similar FPS, MobileNetV2
based models outperform EfficientNet based models.

4.4.1 Comparison with YOLOv4-tiny

The state-of-the-art in object detection is being pushed con-
stantly, with multiple parallel works being published at any
moment. YOLOv4-tiny [51] has done the same for real-
time object detection on edge devices, using novel training
methods as well backbone scaling and customization for
an improved object detection model that provides signifi-
cantly better performance than any existing SOTA. While
this work was done in parallel with ours, the improve-
ments are undeniably significant to be ignored. Thus, we
directly introduce our RFCR module into YOLOv4-tiny
and YOLOv4-tiny (3l) without backbone truncation as these
models are designed specifically for object detection and are
trained from scratch without using transfer learning [51].
We still use 4 inputs to our feature collection, and redis-
tribute them based on the number of output scales present

Model Input FPS COCO
Res. Nano AP AP 50 AP 75

YOLOv4-tiny 416 29.55 21.7 40.2 22.5
YOLOv4-tiny+RFCR 416 27.81 22.9 41.5 23.3
YOLOv4-tiny (3l) 608 24.87 28.7 47.2 29.7
YOLOv4-tiny (3l)+ RFCR 608 21.40 29.3 48.1 30.5

Table 7. Comparison with YOLOv4-tiny [51]

in the model, i.e. 2 for YOLOv4-tiny and 3 for YOLOv4-
tiny (3l). We execute both models on Jetson Nano device
since it has the least resource compared to the other two
platforms. The final results are collected in Table 7.

We find that the RFCR versions of both these models
are able to outperform their counterparts in terms of accu-
racy. Looking deeper, we find that our RFCR module pro-
vides larger improvement for YOLOv4-tiny, as compared to
YOLOv4-tiny (3l). This is expected, as YOLOv4-tiny only
has 2 output scales, which further necessitates multi-scale
feature interaction, and helps us demonstrate the compati-
bility of our module with various detection models.

5. Conclusion and Future Work
This paper presents a novel raw feature collection and re-

distribution (RFCR) module, and a truncated backbone for
improved transfer learning for object detection. These tech-
niques complement each other, leading to both improved ac-
curacy and efficiency for various lightweight architectures.
We believe that machine learning model designs targeting
edge GPU devices have opened up a new avenue of research
for edge computing, and can lead to a wide range of applica-
tion possibilities. Thus, further research on device specific
model optimizations and neural architecture search can help
push the technology forward effectively for real-time per-
forming models. Meanwhile, an in-depth understanding of
interactions between various features for object detection
can further enhance the information flow and is an impor-
tant aspect of improving the model accuracy while main-
taining its efficiency. In future, we aim to extend our RFCR
module to other vision domains and a larger variety of mod-
els. The source code of our design is opened to public at
https://github.com/prakharg24/yoloret.
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