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Abstract—Back propagation (BP) based on stochastic gradient
descent is the prevailing method to train multilayer neural
networks (MNNs) with hidden layers. However, the existence
of the physical separation between memory arrays and arith-
metic module makes it inefficient and ineffective to implement
BP in conventional digital hardware. Although CMOS may alle-
viate some problems of the hardware implementation of MNNs,
synapses based on CMOS cost too much power and areas in
very large scale integrated circuits. As a novel device, memristor
shows promises to overcome this shortcoming due to its ability
to closely integrate processing and memory. This paper proposes
a novel circuit for implementing a synapse based on a memristor
and two MOSFET tansistors (p-type and n-type). Compared with
a CMOS-only circuit, the proposed one reduced the area con-
sumption by 92%–98%. In addition, we develop a fuzzy method
for the adjustment of the learning rates of MNNs, which increases
the learning accuracy by 2%–3% compared with a constant
learning rate. Meanwhile, the fuzzy adjustment method is robust
and insensitive to parameter changes due to the approximate
reasoning. Furthermore, the proposed methods can be extended
to memristor-based multilayer convolutional neural network for
complex tasks. The novel architecture behaves in a human-liking
thinking process.
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I. INTRODUCTION

MULTILAYER neural networks (MNNs) are powerful
and popular artificial neural networks (ANNs) that are

competent in learning, computing, and intelligent signal pro-
cessing. Therefore, MNNs have been used in numerous fields,
such as cloud computing [1]–[3] and machine learning [4].
In MNNs, the direction of information processing is from the
input layer to the hidden layer, and so on until to the out-
put layer. Each neuron takes a weighted sum of the outputs
of the pervious layer as an input, and it produces an out-
put to feed to the next layer. It was difficult to train such
neural networks due to the hidden layers. With an efficient
implementation using stochastic gradient descent (SGD), back
propagation (BP) algorithm [5] has facilitated the training of
MNNs (especially in large-scale machine learning [6]).

The power of MNNs mainly stems from the BP learn-
ing algorithm that uses the chain rule to compute gradients
and update the synaptic weights. However, it is ineffective
to implement BP in conventional digital hardware due to the
physical separation between the memory arrays and arithmetic
module, which are, respectively, used to store the value of the
synaptic weight and calculate the update rules. To overcome
this shortcoming, a great number of CMOS-based hardware
design technologies [7] have been proposed in the past few
years. Most of them utilize parallel synaptic to store synap-
tic weights and update them for learning tasks in MNNs.
However, CMOS synapses need much more power and areas
in very large scale integrated (VLSI) circuits [8].

As a novel device, memristor makes it possible to imple-
ment ANNs and MNNs in hardware [9]–[20]. Memristor was
predicted by Chua in 1971 [15] with the theory of memristor
system [21]. In May 2008, Hewlett-Packard (HP) lab realized
the first physical memristor using physics nano-technology.
With the memory function, memristor becomes an ideal mate-
rial for registering and updating the synaptic weights [22].
Moreover, the nano-scale size makes memristor form a com-
pact and efficient architecture for learning algorithms and other
neural-network-related applications. And memristor has been
used in cellular nonlinear neural network [23], the design,
analysis, and applications of which are novel. The application
to image processing in memristive multilayer cellular neural
network has also been a great success [24].
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Most previous implementations of learning rules using
memristor crossbar have been limited in spiking neurons
and spike-timing-dependent plasticity which can be used to
explain biological neuroscience results [25]–[32]. Other learn-
ing systems, which rely on memristor crossbar, are only used
in single-layer neural network (SNN) [33]–[35]. Recently,
memristor crossbar was designed to train SNNs with binary
output on VLSI [36], [37]. However, it is difficult to imple-
ment MNNs for the scalable training of MNNs along with
BP algorithm [38]. In the synaptic array circuit, all learn-
ing rules require a multiplicative term [39]. To solve this
problem, a novel design was proposed with a memristor and
two MOSFET transistor(p-type and n-type) in a synapse [40].
In this circuit, the memristor was used to store the weight
in order to realize the multiplication operation. Compared to
CMOS-only circuit, it only requires 2%−8% of the area.

Current research commonly uses a constant learning rate
in BP [39]. However, the learning rate is a hyper-parameter
whose design and tuning are significant for the training
performance. To design this hyper-parameter, the conventional
way is based on Rules of Thumb to statistical characteristics.
Some optimization methods are considered, such as heuristic
simulated annealing [41] and momentum factor [42]. In 1996,
Hayjin reached the following conclusion: if learning rate sat-
isfies 0 < η < (2/λmax), the SGD algorithm is convergent
by variance, where λmax is the maximum eigenvalue of the
input vector autocorrelation matrix. However, we cannot get
this if the input vector is very large. Darken and Moody [43]
proposed a search-then-converge scheme in which the learn-
ing rate decreased gradually as the number of iterations
increased. However, it does not follow real neuronal learn-
ing process. Duchi et al. [44], [45] proposed AdaGrad, and
Zeiler et al. [46], [47] proposed AdaDelta to adjust gradient
rather than weight. If the initial value of weight is too large, the
penalty of the initial gradient will be very little. The basic idea
of AdaDelta is to approximate the two-order Newton method
with a first-order method. From the case of multiple data sets,
AdaDelta has very good acceleration in the early and middle
stages of training. However, at the end of the training period,
AdaDelta is prone to be dithered near the local minimum.

In this paper, we propose the fuzzy method to dynamically
adjust the learning rate, which is different from algorithmic
improvements mentioned above. It is more concerned about
hardware implementation as fuzzy method has been realized
in hardware, such as field-programmable gate array (FPGA)
and PLC [48]–[50], which translate the natural language strat-
egy of people into the algorithm language that computer can
recognize. By simulating the way people think, it could adjust
the objects, which could not be constructed by mathemati-
cal model. In 1965, Zadeh [51] first proposed membership
to describe fuzziness of things. Mamdani and Assilian [52]
successfully utilized fuzzy control in steam engine control.
Recently, fuzzy control has been used in Web-based ser-
vice [53] and fault-tolerant computing [54]. The advantages
of fuzzy algorithm can be described as follows.

1) The fuzzy system is robust and insensitive to changes
in process parameters [55], as well as suitable for solv-
ing the problems of nonlinearity, time variation and

hysteresis which are difficult to be solved by conven-
tional methods.

2) Fuzzy algorithm utilizes the approximate reasoning [56],
which imitates human thinking process to deal with
complex and even morbid system with involved human
experience. Therefore, it is suitable to use fuzzy algo-
rithm to adjust the learning rate in MNNs.

This paper is organized as follows. In Section II, we give
a brief introduction about memristor and SGD. In Section III,
a conventional fuzzy controller is described. We define its
inputs and outputs. Then we analyze its structure and results.
Section IV presents our proposed fuzzy adjustment algorithm
and proof of the convergence of the algorithms. In Section V,
we propose two-layer MNN to classify the Iris dataset and five-
layer memristor-based convolutional neural network to classify
the MNIST dataset with the proposed algorithm. Then we
express the conclusion and analyze the result.

II. MEMRISTOR AND STOCHASTIC GRADIENT DESCENT

A. Memristor

As well-known, there are four basic circuit variables in
the circuit domain. They are voltage v(t), current i(t), flux
φ(t), and charge q(t). The above four circuit variables should
correspond to six mathematical relationships. f (q, i) is the
relationship between charge and electric current. f (φ, v) cor-
responds to Faraday’s law of electromagnetic induction. The
other three variable relationships correspond to three conven-
tional two port circuit components resistance R, capacitance
C, and inductance L. Until 1971, Chua predicted that the rela-
tionship between charge q and flux φ can be described as a
conventional two port circuit components which was named
as memristor. In 2008, the Information and Quantum Systems
Laboratory in HP found that a variety of switching mate-
rials had a v − i hysteresis curve. The leader Wiliams and
other researchers carried on thorough research on bi-level tita-
nium dioxide. They found its electrical property fills well with
memristor. According to Chua’s definition on memristor, the
relationship between flux and charge can be described as

f (φ, q) = 0 (1)

and

φ(t) =
∫ t

−∞
v(τ )dτ

q(t) =
∫ t

−∞
i(τ )dτ.

It can also be described as a relationship curve in φ−q zone. If
the curve has no relationship with connection mode of outside
network, the curve reflects essential characteristics of memris-
tor. If flux is the single valued function of charge, memristor
can be regarded as flux control. Thus, we can get

φ = f (q). (2)

Differentiating (2)
dφ

dt
= df (q)

dq
· dq

dt
. (3)

According to relationship between voltage and magnetic flux
v = (dφ/dt) as well as the relationship between electricity and
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Fig. 1. Structure of TiO2 memristor.

charge i = (dq/dt), we get the relationship between voltage
and current in memristor

v(t) = M(q)i(t) (4)

where M(q) reflects the slope of the tangent of the static work-
ing point on the q−φ relation line. As M(q) has dimension of
resistance, it is called small signal in the static working point
in memristor with charge control and it can be described as

M(q) = df (q)

dq
. (5)

In view of the above discussion, we can find that at a fixed
moment, the value of memristor depends on the integration of
memristor current at a period time −∞ < t ≤ t0. Therefore,
memristor can reflect the resistance characteristics at a fixed
moment t0. Meanwhile, memristor also has memory function
as its resistance value has relationship with the current passes
through it, which proves memristor as the fourth basic cir-
cuit component. In 2008, HP proposed memristor model TiO2,
which is the ideal material for memristor and the effect is sim-
ilar to theoretical model. Therefore, we choose the HP model
of memristor. HP’s TiO2 memristor is mainly composed of
a metal platinum oxide electrode arranged between the metal
platinum electrode and the electrode at both ends. We assume
that the minimum value of memristor is RON and the maxi-
mum value of memristor is ROFF. The value of memristor can
be described as (Fig. 1)

M(t) = RON
w(t)

D
+ ROFF

(
1 − w(t)

D

)
(6)

where w(t) is thickness of the doped layer, D is the thickness
of the entire semiconductor film, 0 ≤ [w(t)/D] ≤ 1 is the
internal state control variable of memristor.

B. Stochastic Gradient Descent

Assume Xk = (XT
1 (k), XT

2 (k), . . . , XT
R (k))T as the input of

the network, dk = (dT
1 (k), dT

2 (k), . . . , dT
s (k))T as the desired

output of the network and rk = (rT
1 (k), rT

2 (k), . . . , rT
s (k))T as

the actual output of the network, where k = 1, 2, . . . , m are
related to the sampled pair of input vector and desired output
vector of the network. By calculating the error between actual
output vector and desired output vector to adjust network
weights and thresholds, we can gradually reduce the error.
Meanwhile SGD usually adopts LMS learning rules, which

try to reduce the mean square sum of these errors. Defining
mean square sum of errors (MSE) as follows:

MSE = 1

m

m∑
k=1

e2(k) = 1

m

m∑
k=1

(d(k) − r(k))2. (7)

Taking the partial derivatives of the MSE function with
respect to network weights and thresholds, we obtain

∂e2(k)

∂ωi,j
= 2e(k)

∂e(k)

∂ωi,j
(8)

where j = 1, 2, . . . , s and

∂e2(k)

∂b
= 2e(k)

∂e(k)

∂b
. (9)

Then we can calculate the partial derivatives of the error with
respect to network weights and thresholds

∂e(k)

∂ωi,j
= ∂[d(k) − r(k)]

∂ωi,j
= ∂e

∂ωi,j
[d(k) − (WX(k) + b)] (10)

or

∂e(k)

∂ωi,j
= ∂[d(k) − r(k)]

∂ωi,j
= ∂e

∂ωi,j

[
d(k) −

(
R∑

i=1

ωi,jXi(k) + b

)]

(11)

where pi(k) expresses ith input vector in the kth circle. Then

∂e

∂ωi,j
= −Xi(k)

∂e(k)

∂b
= −1. (12)

According to the gradient descent principle, the changed
values of network weights and thresholds are 2ηe(k)p(k) and
2ηe(k), respectively. Therefore, we can get the regulating
formula

ω(k + 1) = w(k) + 2ηe(k)XT(k)

b(k + 1) = b(k) + 2ηe(k) (13)

where η is the learning rate. When η is suitable, it can acceler-
ate training speed of the network. However, when η is too big
or too small, it hinders convergence. Therefore, it is important
to choose an appropriate value for η. In this paper, we pro-
poses a fuzzy controller dynamically adjusting η to accelerate
training speed of the network on the basis of decreasing the
training error.

III. FUZZY ADJUSTING

Assume an object with single input and single output and
use 2-D fuzzy controller to control it. To simplify the descrip-
tion, we set system control variable u(t), system output y(t),
reference input s(t), discrete time variable t, and sampling
period T . Assuming the inputs of the fuzzy controller are
error e(t) and difference error r(t). So e(t) = s(t) − y(t),
r(t) = e(t) − e(t − 1) and output is u(t).

First, we introduce normalization factor and scaling factor
Ge, Gr, Gu to normalize the output and input of the fuzzy
controller. Then

e∗ = Ge · e(t) (14)
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Fig. 2. Membership of e∗.

r∗ = Gr · r(t) (15)

u(t) = Gu · u∗ (16)

where e∗, r∗ ∈ [−1, 1], u∗ ∈ [−4, 4].

A. Fuzzy Parameters

The fuzzy parameters of typical fuzzy controllers are
described in the following.

1) Output and input variables e∗(t), r∗(t), u∗(t) are sym-
metrical, uniform distribution, full fold, triangle mem-
bership functions. Uniform distribution means that the
central points of each triangle are evenly distributed over
the field. Full fold means that the end point of each trian-
gle bottom is exactly the center point of the two adjacent
triangles. Considering commonly Mamdani fuzzy con-
troller, we assume the input variables e∗, r∗ both have
N = 2 ∗ J + 1 fuzzy numbers, among of which J fuzzy
numbers are negative numbers and J fuzzy numbers are
positive numbers and one number is zero. We use Ei, Rj

to express them. We assume that the output of the fuzzy
controller has 2N − 1 = 4J + 1 fuzzy numbers and we
use Uk to express them. The expression of the input
membership function is shown (in Fig. 2) as follows:

μ(e∗) =
⎧⎨
⎩

1
S

[
e∗ − (i − 1)S

]
, e∗ ∈ [(i − 1)S, iS]

− 1
S

[
e∗ − (i + 1)S

]
, e∗ ∈ (iS, (i + 1)S]

0, e∗ /∈ [(i − 1)S, (i + 1)S]
(17)

μ(r∗) =
⎧⎨
⎩

1
S

[
r∗ − (j − 1)S

]
, r∗ ∈ [(j − 1)S, jS]

− 1
S

[
r∗ − (j + 1)S

]
, r∗ ∈ (jS, (j + 1)S]

0, r∗ /∈ [(j − 1)S, (j + 1)S]
(18)

where S = (1/J), J = [(N − 1)/2]. The expression of
the output membership function is presented as follows:

μ
(
u∗) =

⎧⎨
⎩

1
S

[
u∗ − (k − 1)S

]
, u∗ ∈ [(k − 1)S, kS]

− 1
S

[
u∗ − (k + 1)S

]
, u∗ ∈ (kS, (k + 1)S]

0, u∗ /∈ [(j − 1)S, (j + 1)S].
(19)

2) Linear fuzzy control rules. As e∗ and r∗ have N fuzzy
numbers, respectively, we have N ∗ N fuzzy control

rules as follows. IF e∗ is Ei and r∗ is Rj, THEN u∗
is Uk. Linear fuzzy control rules mean that output fuzzy
numbers have linear relationship as

Uk = Ei + Rj, k = i + j.

To express the linear relationship between conditions
and conclusions, we get

Uk = Ui+j = Ui,j.

3) Fuzzy reasoning process. The reasoning process
includes: AND operation among input variables adopts
min operator; OR operation among different rules adopts
max operator; fuzzy implication operation, which means
the reasoning process achieves output fuzzy set via rules
and input variables. We adopt operations of isosceles
fuzzy numbers with weights to obtain the following
results:

Ui,j =
∑N

i,j=1 ω(i, j) · Uk∑N
i,j=1 ω(i, j)

= [e, f ], (20)

μ
(
u∗) = Iλ[e, f ] =

⎧⎨
⎩

1
2S

[
u∗ − e

]
, u∗ ∈

[
e, e+f

2

]
1

2S

[
u∗ − f

]
, u∗ ∈

(
e+f

2 , f
]
(21)

where λ = 1, ω(i, j) = min{μi(e∗), μj(r∗)} is the acti-
vation of rules, Uk is the output fuzzy number of linear
rules.

4) The centroid method is used to solve the ambiguity as
follows: ∫ f

e u∗ · μ(u∗)du∗
∫ f

e μ(u∗)du∗ . (22)

B. Structural Analysis and Analysis Process

At any time t, we get the output of system y(t) as well
as the error between output variables and setting value. The
input variable is e(t). Then, we can calculate the differ-
ence r(t) = e(t) − e(t − 1) and normalize them. Thus,
we get e∗, r∗. After that, fuzzy transformation is utilized.
Therefore, there exist i, j: − J ≤ i, j ≤ J − 1, which satisfy
iS ≤ e∗ ≤ (i + 1)S and e∗ ∈ [Ei, Ei+1], r∗ ∈ [Ri, Ri+1] as
follows:

μi
(
e∗) = −1

S

[
e∗ − (i + 1)S

];μi+1
(
e∗) = 1

S

[
e∗ − iS

]

μj
(
r∗) = −1

S

[
r∗ − (j + 1)S

];μj+1
(
r∗) = 1

S

[
r∗ − jS

]
. (23)

The membership of e∗, r∗ are 0 for other fuzzy numbers.
Thus, μi(e∗) + μi+1(e∗) = 1, μj(r∗) + μj+1(r∗) =

1. At this time, e∗, r∗ only activate the following four
rules:

R1: IF e∗ = Ei+1 and r∗ = Rj+1, THEN u∗ = Ui+j+2

R2: IF e∗ = Ei+1 and r∗ = Rj, THEN u∗ = Ui+j+1

R3: IF e∗ = Ei and r∗ = Rj+1, THEN u∗ = Ui+j+1

R4: IF e∗ = Ei and r∗ = Rj, THEN u∗ = Ui+j.
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Fig. 3. Distribution of input variables e∗, r∗.

TABLE I
ACTIVATION DEGREES OF FOUR RULES

If we use a square area to express e∗, r∗ and divide it into
eight small areas (Fig. 3), the four rules’ activation degrees
ω(i, j) = min {μi(e∗), μj(r∗)} are listed in Table I. As the
results of R2 and R3 are both Ui+j+1, OR operator adopts max
operation, we get the results in area C1 C8 as follows:

C1, C2: max
{
μj
(
r∗), μi

(
e∗)} = μj

(
r∗)

C3, C4: max
{
μj
(
r∗), μi

(
e∗)} = μj

(
e∗)

C5, C6: max
{
μj+1

(
r∗), μi+1

(
e∗)} = μj+1

(
r∗)

C7, C8: max
{
μj+1

(
r∗), μi+1

(
e∗)} = μi+1

(
e∗).

After that, we get the sum activation degree of four rules∑
ω(i, j) in each area.
According to Table I, in areas C1 and C2, we use the addi-

tion of isosceles fuzzy numbers to lead to fuzzy reasoning as
follows:

U =
∑N

i,j=1 ω(i, j) · Uk∑N
i,j=1 ω(i, j)

= μj+1(r∗)Ui+j+2 + μj(r∗)Ui+j+1 + μi(e∗)Ui+j

1 + μi(e∗)
. (24)

Then we get

e = 1

1 + μi(e∗)

{
μj+1

(
r∗)(i + j)S + μj

(
r∗)

× (i + j − 2)S + μi
(
e∗)(i + j − 2)S

}
. (25)

By substituting the membership function value

e = (i + j − 1)S + S ·
[
r∗ − (j + 0.5)S

]+ [
e∗ − (i + 0.5)S

]
3
2 S − [e∗ − (i + 0.5)S]

f = e + 4S = (i + j + 3)S

+ S ·
[
r∗ − (j + 0.5)S

]+ [
e∗ − (i + 0.5)S

]
3
2 S − [e∗ − (i + 0.5)S]

.

Similarly, we get U in areas C3 C8. The forms are the same
and the differences are in the form of e, f . So the output fuzzy
numbers of the fuzzy controller can be calculated as follows:

μ
(
u∗) =

⎧⎨
⎩

1
2S

[
u∗ − e

]
, u∗ ∈

[
e, e+f

2

]
1

2S

[
u∗ − f

]
, u∗ ∈

(
e+f

2 , f
]
.

(26)

We solve the fuzzy formula by substituting the center of
gravity method

u∗ =
∫ f

e u∗ · μ(u∗)du∗
∫ f

e μ(u∗)du∗

=
∫ e+f

2
e t · 1

2S (t − e)dt + ∫ f
e+f

2

t · −1
2S (t − f )dt

∫ e+f
2

e
1

2S (t − e)dt + ∫ f
e+f

2

−1
2S (t − f )dt

=
∫ e+f

2
e

(
t2 − et

)
dt − ∫ f

e+f
2

(
t2 − ft

)
dt

∫ e+f
2

e (t − et)dt − ∫ f
e+f

2

(t − ft)dt

= e + f

2

which is equal to

u∗ =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

(i + j − 1)S + S · [r∗−(j+0.5)S]+[e∗−(i+0.5)S]
3
2 S−[e∗−(i+0.5)S]

× (C1, C2, C5, C6)

(i + j − 1)S + S · [r∗−(j+0.5)S]+[e∗−(i+0.5)S]
3
2 S−[e∗−(i+0.5)S]

× (C3, C4, C7, C8).

IV. PROPOSED STRUCTURE

The learning rate η is usually a constant (0 < η < 1).
However, it is difficult to find the best learning rate at the initial
time. We have to adjust η with 0.5, 0.1, 0.01,. . . , in order to
find an appropriate learning rate. In this paper, memristor is
employed to realize SGD. Meanwhile, the learning rate η is
dynamically adjusted by the fuzzy controller.

A. Result Analysis

From the structural analysis, we get exact mathematical
analytic relationship between the input variables of the fuzzy
controller e∗, r∗ and the output variable u∗. From above for-
mula, we can find obvious mathematical laws among them.
To be more exactly, u∗ consists of two parts: the first part

�G(i, j) = (i + j + 1)S = (i + 0.5)S + (j + 0.5)S

which is a 2-D multivalued relay. Its value has nothing to do
with the change of the input variables e∗, r∗, but depends on
i, j in their fuzzy subset. As the point [(i + 0.5)S, (j + 0.5)S]
is in the center of the area of input status (e∗, r∗), �G(i, j)
has global role and we call it global 2-D multivalued relay.
When t is determined and i, j are constants, �G(i, j)is also
a constant. The second part can be expressed as �L(i, j) =
KP(e∗, r∗)[e∗ − (i + 0.5)S] + KD(e∗, r∗)[r∗ − (j + 0.5)S], and
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KP
(
e∗, r∗) = KD

(
e∗, r∗)

=
⎧⎨
⎩

S
3
2 −|e∗−(i+0.5)S| (C1, C2, C5, C6)

S
3
2 −|r∗−(i+0.5)S| (C3, C4, C7, C8).

Meanwhile, u∗ also depends on the input (e∗, r∗) as well
as its relative position with the center of the area [(i +
0.5)S, (j + 0.5)S]. This limits the influence on control vari-
ables. From its structure, it is a conventional PD controller.
KP(e∗, r∗), KD(e∗, r∗) are functions of input variables and
change with (e∗, r∗). When the distance from input status
(e∗, r∗) to central area [(i + 0.5)S, (j + 0.5)S] is longer, the
value of KP(e∗, r∗), KD(e∗, r∗) will be bigger. Therefore, we
regard it as a limited nonlinear time varying PD controller and
it satisfies

1

2
≤ KP

(
e∗, r∗) = KD

(
e∗, r∗) ≤ 1.

From above analysis, we can conclude that if (e∗, r∗) are in
the interval [−1,1] to satisfy the designed values, the typical
Mamdani fuzzy controllers analytic structure is consisted of
a global 2-D multivalued relay and a limited nonlinear time-
varying PD controller as follows:

u∗ = �G(i, j) + �L(i, j)

�G(i, j) = 2(i + j + 1)

N − 1
= (i + j + 1)S, (−J ≤ i, j ≤ J − 1)

�L(i, j) = KP
(
e∗, r∗)[e∗ − (i + 0.5)S

]
+ KD

(
e∗, r∗)[r∗ − (j + 0.5)S

]
. (27)

where −J ≤ i, j ≤ J − 1.

B. Stability of Proposed Fuzzy Control

To control the learning rate, it is important to guarantee
the stability of the fuzzy controlled system. No matter the
objective of the controlled object is linear or nonlinear, the
system balance point should satisfy e∗ = r∗ = 0. Therefore,
there are four areas near the equilibrium point.

1) e∗ > 0, r∗ > 0, corresponding to i = j = 0, at this point

u∗ ≈ S + S
[
(e∗ − 0.5S) + (r∗ − 0.5S)

]
2(S − 0.5S)

= S + [(
e∗ − 0.5S

)+ (
r∗ − 0.5S

)]
= e∗ + r∗.

2) e∗ > 0, r∗ < 0, corresponding to i = 0, j = −1, at this
point

u∗ ≈ 0 + S
[
(e∗ − 0.5S) + (r∗ + 0.5S)

]
2(S − 0.5S)

= [(
e∗ − 0.5S

)+ (
r∗ − 0.5S

)]
= e∗ + r∗.

3) e∗ < 0, r∗ > 0, corresponding to i = −1, j = 0, at this
point

u∗ ≈ 0 + S
[
(e∗ − 0.5S) + (r∗ − 0.5S)

]
2(S − 0.5S)

= [(
e∗ + 0.5S

)+ (
r∗ − 0.5S

)]
= e∗ + r∗.

4) e∗ < 0, r∗ < 0, corresponding to i = j = −1, at this
point

u∗ ≈ −S + S
[
(e∗ − 0.5S) + (r∗ − 0.5S)

]
2(S − 0.5S)

= −S + [(
e∗ + 0.5S

)+ (
r∗ + 0.5S

)]
= e∗ + r∗.

Then we can obtain that when N −→ ∞, �L(i, j −→ 0).
�G(i, j) will be a linear PD controller u∗ = �∞

G = e∗ + r∗, as

S = 1

J
, J = N − 1

2
when N → ∞, S → ∞, J → ∞, we have limN → ∞ J →
∞, limN→∞ S = 0 such that

lim
S→0

�G(i, j) = lim
S→0

S

2
× e∗ + r∗

−|e∗| = 0.

Therefore,

lim
S→0

�G(i, j) = lim
J→∞

(i + j + 1)

J
= lim

J→∞

(
i

J
+ j

J

)
.

As iS ≤ e∗ ≤ (i + 1)S, jS ≤ r∗ ≤ (j + 1)S

i

J
≤ e∗ ≤ i + 1

J
,

i

J
≤ r∗ ≤ j + 1

J
and

�∞
G = lim

J→∞ �G(i, j) = e∗ + r∗

lim
N→∞ u∗ = lim

N→∞
[
�G(i, j) + �L(i, j)

] = e∗ + r∗.

From the above discussion, when N −→ ∞, we can obtain
that Mamdani fuzzy controller is a linear PD controller.
Furthermore, we can also prove that the difference between
the output of the fuzzy controller u∗ and linear PD controller
�∞

G is not greater than S
2 as follows:

∣∣u∗ − �∞
G

∣∣ ≤ S

2
. (28)

According to the Lyapunov stability theory, the asymptotic
stability of the traditional Mamdani fuzzy control is neces-
sary and sufficient condition for the asymptotic stability of the
linear PD control system at the balance point e∗ = r∗ = 0.

From this result, it is obvious that fuzzy controller has rela-
tionship with the PID controller. When the number of the rules
approaches to infinity, the fuzzy controller becomes a conven-
tional PD control with the same Lyapunov stability principle.
Therefore, we can draw the following conclusion: for the linear
or nonlinear controlled object, which meets proposed design
parameters, Mamdani fuzzy controller has the same stability
properties as PD controller �∞

G at system balance point.
In this paper, we utilize fuzzy controller to adjust learning

rate and it can be described as Fig. 4.
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Fig. 4. Structure of fuzzy controller to control learning rate.

Fig. 5. Structure of artificial synapse.

C. Circuit Architecture

1) Artificial Synapse: This paper employs the structure
which was proposed by Soudry et al. [40] with a single mem-
ristor and two MOSFET transistors (one p-type and the other
n-type) as shown in Fig. 5.

When the n-type MOSFET transistor works in the linear
region, we have

iD = Kn

[
2(vGS − VT)vGS − v2

GS

]
(29)

where Kn is conductance constant of the n-type MOSFET
transistor, VT is the threshold voltage, vGS is the drain-source
voltage. When vGS < VT , it works in cut-off area and iD = 0.

Similarly, when the p-type MOSFET transistor works in the
linear region, we have

iD = −Kp

[
2(vDS − VT)vDS − v2

DS

]
(30)

where Kp is conductance constant of the p-type MOSFET
transistor, VT is the threshold voltage, vDS is the drain-source
voltage. When vDS > −VT , it works in cut-off area and iD = 0.

Then we assume that Kn = Kp and they have the same
threshold voltage VT . We control the u(t) that −VT < u(t) <

VT . Thus, we have three possible cases.
1) When g = 0, the n-type MOSFET transistor and p-

type MOSFET transistor both work in cut-off area and
iD = 0. The voltage does not pass memristor and the
status of the single memristor is not changed.

2) When g = VDD, the n-type MOSFET transistor works in
linear area while the p-type MOSFET transistor works
in cut-off area. The voltage forward passes the mem-
ristor and the change value of the memristor positively
increases.

3) When g = −VDD, the p-type MOSFET transistor works
in linear area while the n-type MOSFET transistor works
in cut-off area. The voltage reversely passes the mem-
ristor and the changed value of the memristor reversely
increases.

Thus, we can use e to control the MOSFET transistors and
the MOSFET transistors change the value of single memristor.

2) Cirurit Operation: In the proposed structure, memristor
is utilized to store the synaptic weight. The sampled input x
is converted to voltage u with u = ax, where a is a positive
constant. To avoid that the MOSFET transistors work in cut-off
area, at any time, u < VT . So a should satisfy

a · max{x} < VT . (31)

In order to make the synaptic weight keep unchanged, the
value of memristor need not to be changed (when the structure
is under calculating). Therefore, we adopt that

g(t) =
{

VDD if 0 ≤ t ≤ 0.5TR

−VDD if 0.5 TR < t ≤ TR.
(32)

The changed value of memristor is

s =
∫ 0.5TR

0
(ax)dt +

∫ TR

0.5TR

(−ax)dt = 0 (33)

where TR is the length of the unchanged memristor’s time.
In order to change the synaptic weight (when the structure

is under updating), the value of memristor will be changed.
We adopt

g(t) =
{

sign(e)VDD if 0 ≤ t − Tr ≤ b|e|
0 if b|e| < t − Tr ≤ Tw

(34)

where Tw is the update time, b is a constant to convert error
y to a time unit. Meanwhile

b · max{e} < Tw. (35)

The changed value of memristor is

s =
∫ Tr+b|e|

Tr

(asign(e)x)dt = abxe. (36)

Based on the above discussion, we can use the structure
to achieve online learning based on LMS. Furthermore, if we
use N × M artificial synapses, we can get multilayer neural
networks (MNNs). However, we could not apply proposed
circuit in DNN or CNN because they have different opera-
tion rules. But we might utilize memristor in other circuits to
achieve DNN and CNN in the future.

V. SIMULATION AND RESULT

A. Two-Layer MNN for Iris Classifying Task

In this section, we will use the data of the Iris classi-
fying task, which is a well-known dataset in the pattern
recognition literature with 3 classes of 50 instances in each
class, where each class refers to a type of iris plant. One
class is linearly separable from the other two; the latter are
NOT linearly separable from each other. Attribute information
includes sepal length(cm), sepal width(cm), petal length(cm),
petal width(cm), and class. Then we predict the class of iris
plant (Setosa Versicolour Virginica).

As the data is nonlinear, we use a two-layer MNN circuit.
The neuronal activation function in the first hidden layer is
given as follows:

f (xi) = 1.7159 tanh

(
2xi

3

)
. (37)
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Fig. 6. Structure of two-layer MNN, where σ is the neuronal activation
function.

TABLE II
ACCURACY RATE OF IRIS

Fig. 7. Performances of the circuit without/with noise as well as the software
implementation.

This function has been recommended in [5]. The two-layer
MNN circuit is described with 5 × 4 layers and 5 × 3 layers
as shown in Fig. 6. The results are presented as in Table II.

From Table II, it is obvious that the performances of the
proposed circuit are better than that with constant learning
rate in the maximum, minimum, average accuracy rate. The
average accuracy rate is approximate 2.5% better than that
with the constant learning rate. To illustrate the robustness of
the proposed method, we also add noisy into the proposed
circuit. In the training error, the performances of the circuits
without/with noise and software implementation are shown in
Fig. 7. It is obvious that similar final training errors are reached
by these methods, which indicates that the circuit design can
precisely implement MNNs with SGD with good robustness
against noise.

B. Seven-Layer MNN for MNIST Dataset of
Handwritten Digits

In this section, we will utilize the MNIST dataset of hand-
written digits as shown in Fig. 8, which contains a training set
of 60 000 examples, and a test set of 10 000 examples. Our

Fig. 8. MNIST dataset of handwritten digits.

Fig. 9. Flowchart describing memristor-based convolutional neural network.
The designed inputs and outputs of the proposed system are based on this
flowchart.

(a) (b)

Fig. 10. (a) Training accuracy curve when training memristor-based con-
volutional neural network. The abscissa is the number of training steps, and
the ordinate is the loss of training. The discrete points are errors of training,
and the red line is the fitting curve. (b) Training loss curve when training
memristor-based convolutional neural network. The abscissa is the number of
training steps, and the ordinate is the loss of training. The discrete points are
errors of training, and the red line is the fitting curve.

utilized network consists of an input layer, two convolution
layers, two max-pooling layers, and two fully connected layers
with the proposed fuzzy adjusting learning rate η ∈[0,1e–4].
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(a) (b)

(c) (d)

Fig. 11. Change curves of weights for convolution layers and fully connected
layer in training. The horizontal coordinate represents the number of training
steps, the ordinate represents the weight value. One of the weights in the (a)
first convolution layer, (b) second convolution layer, (c) first fully connected
layer, and (d) second fully connected layer.

(a) (b)

(c) (d)

Fig. 12. Adjustment process of all the weights in each channel in training.
The horizontal coordinate represents the weight value, the ordinate repre-
sents the number of training steps, and the height represents the number of
corresponding weights. Weights of the (a) first convolution layer, (b) sec-
ond convolution layer, (c) first fully connected layer, and (d) second fully
connected layer.

To simply illustrate the structure of memristor-based convolu-
tional neural network, a flowchart is presented to describe the
memristor-based convolutional neural network in Fig. 9.

Fig. 10 shows the training accuracy curve and loss curve,
respectively, from which we can see that when training with
2000 steps, the training loss has been very small, which indi-
cates that memristor-based convolutional neural network is
efficient in the MNIST database of handwritten digits. Fig. 11
shows the change curves of weights for convolution layers
and fully connected layers in the training process, in which

the values of memristors change to certain values to guaran-
tee the convergence of the training loss as shown in Fig. 10
with 2000 steps. Fig. 12 shows the adjustment process of
all the weights in each channel in training. From Fig. 10(a),
we can see that the accuracy is about 92.46%. This implies
the promising potential application of memristive deep learn-
ing networks with the nonvolatile properties of memristor
in future. Future work will aim at reducing parameters to
speed up the network computing and simplify the memristive
hardware implementation by sparsifying CNN layers.

VI. CONCLUSION

In this paper, memristor-based artificial synapses were
employed in the circuit design to implement MNNs. Compared
with the CMOS-only circuit, the proposed scheme consumes
only 2% − 8% area. To enable learning rate adjustment in
MNNs, we utilized a fuzzy control method. Fuzzy control
has been realized in hardware, such as FPGA and PLC. The
hardware of fuzzy method has been utilized in many fields.
Compared with a constant learning rate, our design results
in 2% − 3% improvement in terms of accuracy. Meanwhile,
the fuzzy approach was shown to be robust and insensitive
to changes in parameters due to the approximate reasoning
ability, which manifested some similarities with the human
thinking process. Furthermore, the proposed methods have been
extended to memristor-based multilayer convolutional neural
network for complex tasks. For further work, we will focus on
improving the accuracy and we need to find some memristive
materials, which is easy to get and have the performance which
is close to that of the ideal memristor model.
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