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ABSTRACT

\(\varepsilon\)-differential privacy is rapidly emerging as the state-of-the-art scheme for protecting individuals’ privacy in published analysis results over sensitive data. The main idea is to perform random perturbations on the analysis results, such that any individual’s presence in the data has negligible impact on the randomized results. This paper focuses on analysis tasks that involve model fitting, i.e., finding the parameters of a statistical model that best fit the dataset. For such tasks, the quality of the differentially private results depends upon both the effectiveness of the model fitting algorithm, and the amount of perturbations required to satisfy the privacy guarantees. Most previous studies start from a state-of-the-art, non-private model fitting algorithm, and develop a differentially private version. Unfortunately, many model fitting algorithms require intensive perturbations to satisfy \(\varepsilon\)-differential privacy, leading to poor overall result quality.

Motivated by this, we propose PrivGene, a general-purpose differentially private model fitting solution based on genetic algorithms (GA). PrivGene needs significantly less perturbations than previous methods, and it achieves higher overall result quality, even for model fitting tasks where GA is not the first choice without privacy considerations. Further, PrivGene performs the random perturbations using a novel technique called the enhanced exponential mechanism, which improves over the exponential mechanism [26] by exploiting the special properties of model fitting tasks. As case studies, we apply PrivGene to three common analysis tasks involving model fitting: logistic regression, SVM classification, and \(k\)-means clustering. Extensive experiments using real data confirm the high result quality of PrivGene, and its superiority over existing methods.
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1. INTRODUCTION

Releasing sensitive information while preserving individuals’ privacy has been an active research subject for decades. The recently proposed notion of \(\varepsilon\)-differential privacy [9, 10] is rapidly emerging as the state-of-the-art scheme for this purpose, due to its strong privacy guarantees, and robustness against adversaries with background knowledge. \(\varepsilon\)-differential privacy publishes randomly perturbed analysis results performed on a sensitive dataset, rather than the dataset itself. The randomized results must ensure that it is hard for the adversary to infer any attribute value of any individual record in the dataset, even if the adversary knows the exact details of all remaining records.

This paper focuses on enforcing \(\varepsilon\)-differential privacy on analysis tasks involving model fitting. Given a statistical model \(M\), a sensitive database \(D\), and a fitting function \(f(D, \omega)\) that measures how well \(M\) with parameter vector \(\omega\) fits dataset \(D\), model fitting aims to find the best parameter vector \(\omega^*\) for \(M\) that maximizes \(f(D, \omega^*)\). Model fitting is used in a broad class of analysis tasks, including classification (which searches for the best way to distinguish different classes of objects), regression (which finds a mathematical model that describes the data best), and clustering (which computes the optimal assignment of objects to groups). As a real world scenario, consider an electronic medical records database, where it is highly beneficial to publish statistical analysis results, provided that individuals’ information is kept private. Since classification, regression, and clustering are common tools [11, 22, 28] for analyzing medical data, privacy-preserving methods for such analysis are highly valuable.

As we review in Section 2.2, existing studies on differentially private model fitting mostly develop the private version of a state-of-the-art, non-private model fitting algorithm. This methodology incurs two serious drawbacks. First, each such method is limited to a narrow range of applications that use a specific type of model fitting algorithms. Second and more importantly, the differentially private version of a good non-private algorithm does not necessarily yield high-quality results, because such an algorithm may need large amounts of random perturbations to satisfy \(\varepsilon\)-differential privacy, which dominates overall result inaccuracy. Many existing model fitting algorithms suffer from this problem due to their inherent complexity, which we elaborate further in Section 2.2. Consequently, the result quality of their differentially private versions
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often lags far behind the non-private versions. Finally, although generic solutions exist that can in theory render any analysis results differentially private, the quality of their results tends to be rather poor, if usable at all.

Motivated by this, we propose PrivGene, a novel framework for differentially private model fitting based on genetic algorithms (GA) [14, 16]. Similar to conventional GA, PrivGene starts with a set of seed parameter vectors, and iteratively improves them by emulating natural evolutions. In each iteration, PrivGene recombines and modifies existing parameter vectors through crossover and mutation operations, and subsequently filters them through selection of the top ones that best fit the given dataset. Among these operations, crossover and mutation are performed independently of the sensitive data, and, thus, do not have privacy issues at all. Only the selection step involves the data, and requires random perturbations to satisfy \( \varepsilon \)-differential privacy. PrivGene performs differentially private selections with high accuracy through a novel enhanced exponential mechanism (EEM), which improves over the exponential mechanism [26] by exploiting the special properties of the selection operations.

We define a broad class of model fitting tasks that can be solved by PrivGene, and demonstrate its use on three common analysis tools, namely logistic regression, SVM classification and k-means clustering. Although GA is usually not the first choice to solve these problems in the non-private setting, PrivGene outperforms all existing private solutions in terms of overall result quality, due to the former’s low accuracy loss during perturbations. Extensive experiments using 6 real datasets confirm the high accuracy achieved by PrivGene and its superiority over previous methods.

The contributions of this paper are summarized as follows: (i) We propose PrivGene, a novel framework for model fitting under \( \varepsilon \)-differential privacy, which applies to a broad class of analysis tasks. (ii) We design EEM, a novel mechanism for differentially private parameter vector selection for PrivGene. EEM significantly improves over the exponential mechanism by utilizing the special properties of PrivGene. (iii) We apply PrivGene to three common analysis tasks: logistic regression, SVM classification and k-means clustering. (iv) We demonstrate through extensive experiments that PrivGene significantly outperform existing algorithms for enforcing differential privacy on these types of analyses.

2. BACKGROUND

In this section, we introduce the basic concepts of differential privacy in Section 2.1, and then present an overview of existing solutions for model fitting under differential privacy.

2.1 Differential Privacy

As stated in Section 1, \( \varepsilon \)-differential privacy guarantees the hardness for inferring any attribute value of any record in the dataset, provided that the adversary knows all attribute values of all remaining records. This hardness is controlled by the parameter \( \varepsilon \) called the privacy budget. Lower privacy budget indicates stronger privacy protection, but also noisier results. Formally, let \( D \) be any dataset in the application domain, and \( D' \) be its neighbor database obtained by replacing a record of \( D \) with a new one. Meanwhile, let \( A \) be a randomized algorithm, and \( O \) be any possible output of \( A \). Then, \( A \) satisfies \( \varepsilon \)-differential privacy, if and only if the following inequality holds [10].

\[
\Pr[A(D) = O] \leq e^\varepsilon \cdot \Pr[A(D') = O].
\]

According to the above inequality, a deterministic algorithm cannot possibly satisfy \( \varepsilon \)-differential privacy for any value of \( \varepsilon \). Hence, a deterministic analysis algorithm must be randomly perturbed to satisfy the privacy requirement. Two fundamental approaches for this purpose are the Laplace mechanism [10] and the exponential mechanism [26]. The former is limited to analysis tasks that return numeric results, whereas the latter mainly targets tasks with categorical outputs. For simplicity, we present these mechanisms for analysis tasks with a single output – multiple outputs can be handled by utilizing the \textit{composability} property of differential privacy [9]. In particular, composability indicates that when a set of \((\text{say, } m)\) random algorithms satisfy differential privacy with parameters \( \varepsilon_1, \varepsilon_2, \ldots, \varepsilon_m \), respectively, the set of algorithms as a whole satisfies \((\sum \varepsilon_i)\)-differential privacy.

Given an analysis task with a numeric output \( F \) and a privacy budget \( \varepsilon \), the Laplace mechanism injects into \( F \) random Laplace noise \([9]\) of scale \( \Delta_F/\varepsilon \), where \( \Delta_F \) is called the sensitivity of \( F \). In particular, \( \Delta_F \) is defined as:

\[
\Delta_F = \max_{D,D'} |F(D) - F(D')|,
\]

where \( D, D' \) are two arbitrary neighbor databases.

For an analysis task with a categorical output (e.g., an ID), injecting random noise no longer yields meaningful results. The exponential mechanism tackles this problem by performing random perturbations during the selection of the output. Specifically, given the set \( \Omega \) of all possible output values, the user assigns each possible output value \( \omega \in \Omega \) a quality score \( Q(\omega) \); higher scores correspond to better values. Then, the exponential mechanism computes the probability for selecting each possible output value in the domain, and selects one randomly based on these probabilities. In particular, the probability for choosing a value \( \omega \) satisfies:

\[
\Pr[\omega \text{ is selected}] \propto \exp \left( \frac{\varepsilon \cdot Q(\omega)}{2 \max_{\omega' \in \Omega} \Delta_Q(\omega')} \right),
\]

where \( \Delta_Q(\omega) \) is the sensitivity of \( Q(\omega) \) as a function of the input database, defined similarly to Equation 2, i.e., the maximum possible difference of \( Q(\omega) \) for any two neighbor databases. Note that the exponential mechanism does not make any assumptions on the quality function \( Q(\omega) \). However, as we show later in Section 4, the effectiveness of the exponential mechanism can be significantly improved, by exploiting special properties of \( Q(\omega) \).

Based on the Laplace mechanism and the exponential mechanism, a plethora of differentially private methods have been proposed for various analysis tasks. A large number of existing solutions focus on simple aggregate queries such as COUNT and SUM. For instance, Xiao et al. [32] investigate the problem of range-count answering under differential privacy, and propose Privlet, an effective synopsis based on the Laplace mechanism for answering arbitrary range-counts with a fixed privacy budget. Hay et al. [15] also study count queries, and propose a post-processing method for improving the accuracy of differentially private synopsis, based on consistency conditions of the application domain. Cormode et al. [4] design differentially private data structures for accurately answering multi-dimensional range-count queries. Li et al [23] and Yuan et al. [34] propose optimized solutions for answering a batch of linear counting queries under differential privacy. Besides simple counting queries, there is also work on publishing data structures consisting of multiple counts. For example, Xu et al. [33] propose effective methods for publishing differentially private histograms. Ding et al. [8] publish data cubes with both privacy and consistency guarantees. None of these methods, however, applies to our problem, as model fitting involves a complex optimization solving process, which is inherently more challenging than COUNT/SUM queries and their derivatives.

Differential privacy has also been applied to complex data min-
2.2 Differentially Private Model Fitting

A large class of analysis tasks, including regression, classification, and clustering, require model fitting to determine the best parameter set. Existing approaches to differentially private model fitting generally follow the methodology of developing the differentially private version of a commonly used algorithm in the non-private setting. The main challenge faced by this methodology is that the sensitivity of such algorithms (and, consequently, the scale of perturbations) is usually prohibitively high, to the extent that direct use of the Laplace mechanism or the exponential mechanism simply returns noise. For instance, Zhang et al. [35] investigate linear and logistic regressions under differential privacy. In the non-private case, the optimal parameter set of linear regression can be solved trivially, with a small number of matrix operations [35]. Yet, as shown in [35], even this simple solver incurs prohibitively high sensitivity. Popular model fitting algorithms for logistic regression, such as iteratively re-weighted least squares [17], are much more complex, and incur prohibitive high sensitivity, too.

The solution proposed in [35], called functional mechanism (FM), injects random noise into the fitting function \( f \), which is the only part of the model fitting task that involves the sensitive data. The model fitting task with the noisy \( f \) is then published, and subsequently solved by a standard algorithm. The idea is that when the noisy \( f \) is close to the original one, hopefully (but there is no guarantee) the former leads to parameters of comparable quality as the latter. The fitting function of linear regression is simple, and applying FM to it is relatively straightforward. The fitting function of logistic regression, however, still incurs prohibitively high sensitivity. [35] tackles this problem by applying FM to a truncated version of the fitting function consisting of the first few terms of its Taylor expansion. This approach imposes considerable information loss. Further, it is limited to fitting functions with a closed-form Taylor expansion. As we show in Section 5.2 and 5.3, the fitting functions of SVM classification and \( k \)-means clustering cannot be handled this way as neither of them is differentiable.

Similar to FM, Chaudhuri et al. [3] solves a restricted class of empirical risk minimization problems under differential privacy, by injecting noise into the fitting function \( f \). The methods in [3] relies on rather strong assumptions about \( f \), e.g., \( f \) must be strongly concave and doubly differentiable. [3] demonstrates two specific applications of their methods: logistic regression with a non-zero regularization term (logistic regression with zero regularization, however, fails the strongly concave condition), and SVM classification with certain special loss functions such as Huber loss (the more commonly used hinge loss function is not differentiable [29]). Even for these two applications, however, the effectiveness of their methods is relatively unstable, and highly sensitive to the choice of the regularization factor. The parameter tuning algorithm in [3] for selecting an appropriate regularization factor consumes a considerable portion of the privacy budget, reducing the overall accuracy of their methods.

Rubinstein et al. [29] investigate differentially private kernel SVMs. Their main focus lies in tackling different types of kernels, including those that involves infinite dimensionality. However, the solutions in [29] still assume a standard SVM solver, which incurs high sensitivity and large amounts of noise, as we show in the experiments. Finally, Kifer et al. [21] improve both the accuracy and the applicability of [3], by using a relaxed privacy definition. This is orthogonal to our work since we focus on the stronger \( \varepsilon \)-differential privacy definition.

GUPT [27] is a general-purpose differentially private analysis system based on the sample-and-aggregate framework [31], which applies to all analysis tasks whose results are not affected by the number of records in the dataset (e.g., AVG is supported, but COUNT and SUM are not). The main idea is to partition the dataset into smaller blocks, and run the analysis algorithm on each of the blocks without privacy considerations. Then, GUPT computes a differentially private average on the results from different blocks. The main strength of GUPT is its general applicability and ease of use. These come at a price of low result quality, however, as the differentially private averaging step can still incur high sensitivity for larger output domains. Overall, all existing solutions are limited to the implicit assumption that a model fitting task should be solved using the same algorithm as in the non-private case. PrivGene, presented next, lifts this restriction, and achieves high result quality for a broad class of model fitting tasks.

3. PRIVGENE

Let \( D \in \mathcal{T}^n \) be a sensitive database containing \( n \) tuples sampled from domain \( \mathcal{T} \), and \( f(D, \omega) \) be the fitting function that measures how well a parameter vector \( \omega \) fits the data \( D \). Our goal is to find the best parameter vector \( \omega^* \) that maximizes \( f(D, \omega^*) \). Unlike many existing solutions reviewed in Section 2, PrivGene does not rely on any restrictive assumptions on \( f \), except that the sensitivity of \( f \) should be bounded and reasonably small. Table 1 summarizes frequent notations used throughout the paper.

Algorithm 1 shows the general framework of PrivGene, which involves three main inputs: \( D \) (the sensitive database), \( f \) (the fitting function), \( \varepsilon \) (the privacy budget), as well as three more system parameters: \( m \) (the size of the candidate set), \( m' \) (the size of the selected set), and \( r \) (the number of iterations). The choice of \( m, m' \), and \( r \) is discussed towards the end of this section. PrivGene initializes the candidate set \( \Omega \) with \( m \) random parameter vectors (Line 1 in Algorithm 1), and refines them with \( r \) iterations. In each iteration (Lines 3-9), PrivGene chooses \( m' \) best parameter vectors from \( \Omega \) in a differentially private manner, and places them into the selected set \( \Omega' \) (Line 3). Then, the algorithm generates new parameter vectors by performing crossover and mutation operations over existing ones in \( \Omega' \), and forms a new candidate set with the new vectors (Lines 6-9). Finally, after the last iteration, the best parame-

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( D, n )</td>
<td>Sensitive database and its cardinality</td>
</tr>
<tr>
<td>( f, \omega, d )</td>
<td>Domain of a tuple in ( D ), and its dimensionality</td>
</tr>
<tr>
<td>( f(D, \omega) )</td>
<td>Fitting function that quantifies how well a model, parameterized by ( \omega ), fits ( D )</td>
</tr>
<tr>
<td>( g(t, \omega) )</td>
<td>Tuple fitting function that describes the quality of a model, parameterized by ( \omega ), fits tuple ( t )</td>
</tr>
<tr>
<td>( \Omega, m )</td>
<td>Candidate set of parameter vectors, and its cardinality</td>
</tr>
<tr>
<td>( \Omega', m' )</td>
<td>Selected set of parameter vectors, and its cardinality</td>
</tr>
<tr>
<td>( r )</td>
<td>Number of iterations in PrivGene</td>
</tr>
</tbody>
</table>
Algorithm 1 PrivGene \((D, f, \varepsilon, m, m', r)\): returns \(\omega\)

**Input:**
- \(D, f\): sensitive dataset and its fitting function
- \(\varepsilon\): privacy budget
- \(m, m'\): sizes of candidate set \(\Omega\) and selected set \(\Omega'\), respectively
- \(r\): number of iterations

**Output:**
- \(\omega\): best parameter vector identified by PrivGene

1: Initialize candidate set \(\Omega\) with \(m\) randomly generated vectors
2: for \(i = 1\) to \(r - 1\) do
3: Compute \(\Omega' = DP_{\text{Select}}(D, f, \Omega, m, \varepsilon/r)\)
4: Set new candidate set \(\Omega\) to empty
5: for \(j = 1\) to \(m/2\) do
6: Randomly choose two vectors \(\omega^1, \omega^2 \in \Omega'\)
7: Compute \((v^1, v^2) = \text{Crossover}(\omega^1, \omega^2)\)
8: Call \(\text{Mutate}(v^1)\) and \(\text{Mutate}(v^2)\)
9: Add \(v^1, v^2\) to \(\Omega\)
10: end for
11: end for
12: Compute \(\{\omega\} = DP_{\text{Select}}(D, f, \Omega, 1, \varepsilon/r)\)
13: return \(\omega\)

Figure 1: An example of crossover and mutation on 4-means clustering.

Algorithm 2 DP_{Select} \((D, f, \Omega, m', \varepsilon_s)\): returns \(\Omega'\)

**Input:**
- \(D, f\): sensitive dataset and its fitting function
- \(\Omega\): candidate set of parameter vectors
- \(m'\): number of parameter vectors to select from \(\Omega\)
- \(\varepsilon_s\): total amount of privacy budget used for selecting \(\Omega'\)

**Output:**
- \(\Omega'\): set of selected parameter vectors

1: Initialize \(\Omega'\) to empty
2: For each \(\omega \in \Omega\), compute \(f(D, \omega)\)
3: for \(i = 1\) to \(m'\) do
4: Use privacy budget \(\varepsilon_s/m'\) to apply the exponential mechanism (Section 2.1) or the enhanced exponential mechanism (Section 4) to select the parameter vector \(\omega^*\) from \(\Omega\) that aims to maximize \(f(D, \omega^*)\)
5: Remove \(\omega^*\) from \(\Omega\), and add \(\omega^*\) to \(\Omega'\)
6: end for
7: return \(\Omega'\)

The selection of top-quality parameter vectors is more complicated since it requires access to the sensitive dataset \(D\), and thus, must be performed in a randomized manner to satisfy differential privacy. Algorithm 2 shows the \(DP_{\text{Select}}\) algorithm for this purpose, which takes 5 inputs: the data \(D\), the fitting function \(f\), the candidate set \(\Omega\), the number \(m'\) of vectors to select from \(\Omega\), and the amount of privacy budget \(\varepsilon_s\) for this operation. \(DP_{\text{Select}}\) divides \(\varepsilon_s\) into \(m'\) equal shares, and uses each share to select one parameter vector \(\omega^*\) under differential privacy, with the goal of maximizing the \(f(D, \omega^*)\), i.e., ideally \(\omega^*\) should be the best fit for the data among all parameter vectors in \(\Omega\). The selection of \(\omega^*\) is performed using either the exponential mechanism (EM) described in Section 2.1 or the enhanced exponential mechanism (EEM), which we elaborate in Section 4.

The correctness of PrivGene directly follows the composable property of differential privacy, described in Section 2.1. Specifically, PrivGene performs \(DP_{\text{Select}}\) (the only step that involves the sensitive data) \(r\) times, each with privacy budget \(\varepsilon/r\), which consumes \(\varepsilon\) overall. Inside \(DP_{\text{Select}}\), its privacy budget (i.e., \(\varepsilon_s = \varepsilon/r\)) is used for \(m'\) invocations of EM or EEM, each with budget \(\varepsilon_s/m' = \varepsilon/(r \cdot m')\). Hence, we reach the following lemma.

**Lemma 1.** PrivGene satisfies \(\varepsilon\)-differential privacy.

**Parameter Settings.** Next, we clarify the selection of parameters \(m, m', r\), which are the size of the candidate set, the number of parameter vectors selected in each iteration, and the total number of iterations, respectively. Existing studies \([6, 7, 30]\) on robust
parameters for GA have suggested that without domain-specific information, \( m = 200 \) and \( m' = 10 \) generally lead to good results. We adopt the same setting in PrivGene, except that we set \( m' = 1 \) when the enhanced exponential mechanism is adopted (for selection of top-quality parameter vectors). We will explain the reason in Section 4.

On the other hand, the choice of \( r \) for PrivGene is more subtle. In the non-private setting, GA is usually run until convergence, or for a large number of iterations, in order to find high-quality solutions. However, in PrivGene, a larger value of \( r \) also has the negative effect of reducing the privacy budget \( \varepsilon_s = \varepsilon/r \) used in each invocation of DP_Select (to select \( m' \) top-quality parameter vectors), leading to more noisy selections. Hence, the choice of \( r \) should balance the effectiveness of the search and the noisiness in the selections. This balancing is affected by three parameters: the total privacy budget \( \varepsilon \), the total number of records \( n \) in the dataset \( D \), and the number of top-quality parameter vectors to be selected in each iteration of PrivGene. Intuitively, a higher amount of total budget \( \varepsilon \) as well as a larger number of data samples reduce the randomness in the selection process, which allows using a larger \( r \). Hence, we heuristically set \( r \) to \( c \cdot (n \cdot \varepsilon)/m' \), where \( c \) is a constant determined by the experiments. We will choose an appropriate value for \( c \) in the experimental section.

Finally, the performance of PrivGene is also affected by how the initial candidate set \( \Omega \) is generated (see Line 1 in Algorithm 1). Intuitively, if \( \Omega \) contains a parameter vector \( \omega \) that is reasonably good, then, \( \omega \) has a high chance to be chosen by DP_Select in the first iteration, and subsequently improved in later iterations into a near-optimal solution. Conversely, if all parameter vectors in \( \Omega \) are of poor quality, PrivGene may not be able to refine them into good solutions before depleting its privacy budget. As we discuss in Section 5, for certain model fitting tasks (e.g., logistic regression and SVM classification), it is possible to heuristically insert into \( \Omega \) some parameter vectors that provide relatively good initial solutions without using any privacy budget. When this cannot be done (e.g., for k-means clustering), we simply initiates \( \Omega \) with random parameter vectors.

4. ENHANCED EXPONENTIAL MECHANISM

This section focuses on EEM, an enhanced version of the exponential mechanism (described in Section 2.1) for PrivGene’s settings. EEM aims at applications whose fitting function \( f \) can be expressed in the following form:

\[
f(D, \omega) = h(\omega) + \sum_{t \in D} q(t, \omega).
\]

In the above equation, \( h(\omega) \) is a function whose result is independent of the sensitive data \( D \); in other words, releasing the output of \( h \) does not violate personal privacy. The *tuple fitting function* \( q(t, \omega) \) measures how well the model fits a tuple \( t \) in the data. As we show later in Section 5, a broad class of model fitting tasks can be expressed in the form of Equation 4. It is worth mentioning that when the above assumption does not hold, EEM gracefully reduces to the exponential mechanism, as we show soon.

EEM follows the same general idea as the exponential mechanism, which consists of three steps: (i) assign each possible output value \( \omega \) a fitting score \( f(D, \omega) \); (ii) compute a probability for each possible output \( \omega \); and (iii) select an output value randomly based on the probabilities calculated in Step (ii). The main difference between EEM and the exponential mechanism is in Step (ii), i.e., probability computation. This is a vital step that determines the result quality of the whole mechanism. In general, the higher the impact of \( f \) on the probability of \( \omega \) to be selected, the better the results, but also the higher amount of released private information.

To see this, consider two extreme cases. First, without privacy considerations, we can simply assign probability 1 to the output value \( \omega^* \) with the highest fitting score \( f(D, \omega^*) \), and 0 to all other possible outputs. Clearly, this assignment always returns the result of the highest fitting score. Second, when \( f(D, \omega) \) has no impact at all on the probability of \( \omega \), the probabilities for all output values are identical, leading to no leakage of private information, but completely random results. The goal of EEM, thus, is to maximize the impact of \( f(D, \omega) \) in the probability assignment, while satisfying differential privacy requirements.

Recall from Section 2.1 that, to achieve \( \varepsilon \)-differential privacy with the exponential mechanism, the probability of an output value \( \overline{\omega} \) is proportional to \( \exp(\varepsilon \cdot f(D, \overline{\omega})/\Delta) \), where

\[
\Delta \geq 2 \max_{\omega \in \Omega, D, D'} f(D, \omega) - f(D', \omega),
\]

and \( D, D' \) are two arbitrary neighbor databases.

Observe that the impact of \( f(D, \overline{\omega}) \) is negatively correlated to \( \Delta \), which we call the *damping factor*. As an extreme case, when the damping factor far exceeds \( f(D, \overline{\omega}) \), the fraction \( \varepsilon \cdot f(D, \overline{\omega})/\Delta \) approaches 0, and, consequently, each output value \( \overline{\omega} \) is assigned an almost identical probability. The major difference between EEM and the exponential mechanism is that the former uses a different damping factor that is no larger than the latter does. Specifically, when Equation 4 holds, EEM computes the probability of selecting output value \( \omega \) with the following damping factor,

\[
\Delta \geq \min \left\{ 2 \max_{t \in T, \omega \in \Omega} q(t, \omega) - q(t', \omega),
2 \max_{t \in T, \omega, \omega' \in \Omega} q(t, \omega) - q(t, \omega') \right\}.
\]

Otherwise, EEM simply follows the exponential mechanism by setting the damping factor as inequality 5.

To prove the correctness of EEM with the assumption in Equation 4, we first introduce the following two lemmas.

**Lemma 2.** EEM satisfies \( \varepsilon \)-differential privacy, if

\[
\Delta \geq 2 \max_{t, t' \in T, \omega \in \Omega} q(t, \omega) - q(t', \omega).
\]

**Proof.** Let \( D, D' \in T^m \) be any neighbor databases and \( t \) and \( t' \) denote the differing tuples in \( D \) and \( D' \) respectively. Given any \( \omega \in \Omega \), we have

\[
\max_{D, D'} f(D, \omega) - f(D', \omega) = \max_{D, D'} q(t, \omega) - q(t', \omega)
= \max_{t, t' \in T} q(t, \omega) - q(t', \omega).
\]

Thus, the damping factor in the lemma satisfies Equation 5 as

\[
\Delta \geq 2 \max_{t, t' \in T, \omega \in \Omega} q(t, \omega) - q(t', \omega)
= \max_{t \in T, \omega, \omega' \in \Omega} q(t, \omega) - q(t', \omega).
\]

The proof is complete. \( \square \)

**Lemma 3.** EEM satisfies \( \varepsilon \)-differential privacy, if

\[
\Delta \geq 2 \max_{t \in T, \omega, \omega' \in \Omega} q(t, \omega) - q(t, \omega').
\]
Proof. Let \( D \) and \( D' \) be any neighbor databases and \( t \) and \( t' \) denote the differing tuples in \( D \) and \( D' \) respectively. For any output \( \omega \in \Omega \) of enhanced exponential mechanism \( E \), we have

\[
\frac{\Pr(E(D) = \omega)}{\Pr(E(D') = \omega)} = \frac{\exp(\epsilon \cdot f(D, \omega)) / \Delta}{\sum_{\omega' \in \Omega} \exp(\epsilon \cdot f(D', \omega')) / \Delta} \leq \frac{\exp(\epsilon \cdot (f(D, \omega) - f(D', \omega))) / \Delta}{\min_{\omega' \in \Omega} \exp(\epsilon \cdot (f(D', \omega') - f(D', \omega))) / \Delta}.
\]

With the assumption given in Equation 4, the above inequality can be rewritten as:

\[
\frac{\Pr(E(D) = \omega)}{\Pr(E(D') = \omega)} \leq \frac{\exp(\epsilon(\omega) \cdot (q(t, \omega) - q(t', \omega)) / \Delta)}{\min_{\omega' \in \Omega} \exp(\epsilon(\omega) \cdot (q(t', \omega') - q(t, \omega')) / \Delta)} = \max_{\omega' \in \Omega} \exp(\epsilon(\omega) \cdot (q(t, \omega) - q(t', \omega')) / \Delta).
\]

On the other hand, \( \epsilon \) satisfies \( \epsilon(\omega) \cdot (q(t, \omega) - q(t', \omega)) \leq 2 \max_{t' : t, \omega' \in \Omega} q(t, \omega) - q(t', \omega) \leq 2 \max_{t' : t, \omega' \in \Omega} q(t, \omega) - q(t', \omega) \leq \max_{t' : t, \omega' \in \Omega} (q(t, \omega') - q(t', \omega) + q(t', \omega) - q(t, \omega')) / \Delta.
\]

Thus, \( \Pr(E(D) = \omega) \) is no more than \( e^{\epsilon} \cdot \Pr(E(D') = \omega) \), which completes the proof.

Combining the results of Lemma 2 and Lemma 3, we prove the correctness of EEM, formally stated in Theorem 1.

**Theorem 1.** EEM satisfies \( \epsilon \)-differential privacy with damping factor in Inequality 6.

Let \( \Delta_1 \) denote the right hand side of Inequality 7 and \( \Delta_2 \) denote that in Inequality 8. According to proofs of Lemmas 2 and 3, \( \Delta_1 \) is exactly the damping factor used in the exponential mechanism while \( \Delta_2 \) is a new damping factor designed specifically for PrivGene. The damping factor of EEM is the smaller of the two, which is no larger than \( \Delta_1 \). Further, when used in PrivGene, \( \Delta_2 \) is usually smaller than \( \Delta_1 \). The intuition is that as more iterations are performed, the quality of the parameter vectors in the candidate set becomes increasingly close to each other, since it converges to (possibly local) optimal. This means that it is likely that the maximum value of \( q(t, \omega) - q(t', \omega) \) gradually decreases with the number of iterations performed, leading to decreasing \( \Delta_2 \). \( \Delta_1 \) on the other hand, is not significantly affected by this phenomenon. Hence, the gap between \( \Delta_1 \) and \( \Delta_2 \) expands with the number of iterations, as confirmed by our experiments. The following example illustrates that \( \Delta_2 \) can be considerably smaller than \( \Delta_1 \), with candidates of similar fitting quality.

**Example 1.** Consider that we have a database \( D \) that contains one-dimensional tuples in the integer domain \( T = [0, 10] \), and candidate set \( \Omega = \{6, 7, 8\} \). The fitting function \( f(D, w) \) is defined as \( \sum_{t \in D} (t - w)^2 \), i.e., we aim to identify the \( \omega \) that best approximates the mean of the tuples. To enforce \( \epsilon \)-differential privacy using EEM, the damping factor \( \Delta \geq \min \{\Delta_1, \Delta_2\} \)

where \( \Delta_1 = 128 \) under the worst case \( t = 8, t' = 0, \omega = 8 \) and \( \Delta_2 = 56 \) under the worst case \( t = 0, \omega = 6, \omega' = 8 \).

In general, the benefit of \( \Delta_2 \) is more pronounced when the candidate set does not contain two parameter vectors that differ significantly from each other. Therefore, we set \( m' = 1 \) for PrivGene+EEM, i.e., each iteration selects exactly one parameter vector \( \omega \) from the candidate set to generate offsprings for the next iteration. This ensures that no two offsprings would have significant differences (as they are all mutated from \( \omega \)). As such, when those offsprings are given to the tuple fitting function as inputs, the outputs of the function would be similar, leading to a small value of \( \Delta_2 \), and thus, high accuracy of EEM. In particular, as we show in Section 5, when we set \( m' = 1 \) for logistic regression and SVM classification, \( \Delta_2 \) is bounded by a multiple of the mutation scale, which leads to a dramatic accuracy boost compared to EEM with other values of \( m' \) as well as EEM. Hence, in these applications, it is strongly preferred to use EEM and set \( m' = 1 \) in PrivGene.

5. APPLICATIONS

This section applies PrivGene to three common model fitting tasks: logistic regression, SVM classification, and k-means clustering.

5.1 Logistic Regression

Let \( D \) be a database containing \( n \) tuples from a domain \( T \), such that each tuple has \( d \) attributes \( X_1, X_2, \ldots, X_{d-1}, Y \), and attribute \( Y \) has a binary domain \( \{0, 1\} \). For each \( t = (x, y) = (x_1, x_2, \ldots, x_{d-1}, y) \), we assume without loss of generality\(^1\) that \( |x_k| \leq 1 \) for \( k \in \{1, 2, \ldots, d-1\} \), i.e., \( T = [-1, 1]^{d-1} \times \{0, 1\} \). A logistic regression model built on \( D \) is parameterized by a vector \( \alpha \) and a constant \( \beta \) (called the bias), as formalized in Definition 1.

**Definition 1 (Logistic Regression).** Logistic regression on \( D \) predicts \( \hat{y} = 1 \) given \( \hat{x} = (\hat{x}_1, \hat{x}_2, \ldots, \hat{x}_{d-1}) \) with probability

\[
Pr\{\hat{y} = 1 \mid \hat{x}\} = 1 / \left(1 + \exp(-\hat{x}^T \alpha - \beta)\right),
\]

where \( \alpha^* \) is a vector of \( d-1 \) real numbers and \( \beta^* \) is a real number, such that

\[
(\alpha^*, \beta^*) = \arg \max_{\alpha, \beta} \sum_{t \in D} \left(y (x^T \alpha + \beta) - \log \left(1 + \exp (x^T \alpha + \beta)\right)\right).
\]

To apply PrivGene to logistic regression, each parameter vector in PrivGene has \( d \) elements: the first \( d-1 \) elements represent \( \alpha \) and the last one represents \( \beta \). In what follows, we focus on deriving the damping factor \( \Delta \) used in EEM for selecting the top parameter vectors.

First, given the fitting function in Definition 1, the tuple fitting function for \( t = (x, y) \) can be expressed as

\[
q(t, \omega) = y (x^T \alpha + \beta) - \log \left(1 + \exp (x^T \alpha + \beta)\right).
\]

To derive \( \Delta \), it suffices to derive \( \Delta_1 \) and \( \Delta_2 \), i.e., the right hand sides of Inequalities 7 and 8, respectively.

Consider \( \Delta_1 \). Recall that

\[
\Delta_1 = 2 \max_{t, t' : t, t' \in T, \omega \in \Omega} q(t, \omega) - q(t', \omega) = 2 \max_{\omega \in \Omega} \left(\max_{t \in T} q(t, \omega) - \min_{t' \in T} q(t', \omega)\right).
\]

\(^1\)This assumption can be easily enforced by changing each \( x_k \) to \( x_k = 0.5(\max_k - \min_k) \), where \( \min_k \) and \( \max_k \) denote the minimum and maximum values in the domain of \( X_k \).
By Equation 9, we have \( q(t, \omega) \leq 0 \) for any \( t \in T \). Therefore, \( \max_{t \in T} q(t, \omega) = 0 \). To derive \( \min_{t \in T} q(t, \omega) \), we differentiate two cases: \( x^T \alpha + \beta \geq 0 \) and \( x^T \alpha + \beta < 0 \).

When \( x^T \alpha + \beta \geq 0 \), by Equation 9, we have
\[
\min_{t \in T} q(t, \omega) = \min_{t \in T} y \left( x^T \alpha + \beta \right) - \log \left( 1 + \exp \left( x^T \alpha + \beta \right) \right) = \min_{t \in T} - \log \left( 1 + \exp \left( x^T \alpha + \beta \right) \right) \\
= \min_{t \in T} - \left( x^T \alpha + \beta + 1 \right) \\
= - \left( \sum_{k=1}^{d} |\alpha_k| + 1 \right).
\]

On the other hand, when \( x^T \alpha + \beta < 0 \), we have
\[
\min_{t \in T} q(t, \omega) = \min_{t \in T} y \left( x^T \alpha + \beta \right) - \log \left( 1 + \exp \left( x^T \alpha + \beta \right) \right) \\
\geq \min_{t \in T} y \left( x^T \alpha + \beta \right) - 1 \\
= - \left( \sum_{k=1}^{d} |\alpha_k| + 1 \right).
\]

Combining the above inequalities, we have
\[
\Delta_1 \leq 2 \max_{\omega \in \Omega} \left( \sum_{k=1}^{d} |\omega_k| + 1 \right). \quad (11)
\]

Now consider \( \Delta_2 \). Recall that
\[
\Delta_2 = 2 \max_{t \in T, \omega \in \Omega} q(t, \omega) - q(t, \omega') \\
= 2 \max_{\omega, \omega' \in \Omega} \left( \max_{t \in T} q(t, \omega) - q(t, \omega') \right). \quad (12)
\]

By Equation 9,
\[
q(t, \omega) - q(t, \omega') = \\
y \left( \left( x^T \alpha + \beta \right) - \left( x^T \alpha' + \beta' \right) \right) - \log \left( \frac{1 + \exp \left( x^T \alpha + \beta \right)}{1 + \exp \left( x^T \alpha' + \beta' \right)} \right).
\]

If \( x^T \alpha + \beta \geq x^T \alpha' + \beta' \), then
\[
\max_{t \in T} q(t, \omega) - q(t, \omega') \leq \max_{t \in T} y \left( \left( x^T \alpha + \beta \right) - \left( x^T \alpha' + \beta' \right) \right) \\
= \max_{t \in T} \left( x^T \alpha - \alpha' + (\beta - \beta') \right) \leq \sum_{k=1}^{d} |\omega_k| - |\omega_k'|.
\]

On the other hand, if \( x^T \alpha + \beta < x^T \alpha' + \beta' \), then
\[
\max_{t \in T} q(t, \omega) - q(t, \omega') \leq \max_{t \in T} - \log \left( \frac{1 + \exp \left( x^T \alpha + \beta \right)}{1 + \exp \left( x^T \alpha' + \beta' \right)} \right) \\
\leq \max_{t \in T} - \log \left( \exp \frac{x^T \alpha + \beta}{x^T \alpha' + \beta'} \right) \\
= \max_{t \in T} \left( x^T \alpha' + \beta' \right) - \left( x^T \alpha + \beta \right) \leq \sum_{k=1}^{d} |\omega_k| - |\omega_k'|.
\]

Based on the above inequalities, we have
\[
\Delta_2 \leq 2 \max_{\omega, \omega' \in \Omega} \left( \sum_{k=1}^{d} |\omega_k| - |\omega_k'| \right). \quad (13)
\]

Combining Inequalities 6, 11, and 13, we have
\[
\Delta \geq \min \left\{ 2 \max_{\omega \in \Omega} \left( \sum_{k=1}^{d} |\omega_k| + 1 \right), 2 \max_{\omega, \omega' \in \Omega} \sum_{k=1}^{d} |\omega_k - \omega_k'| \right\}.
\]

Observe that when \( m' = 1 \) (i.e., only one parameter vector is selected in each iteration), after the first iteration, all candidate parameter vectors are generated from the same parent. Hence, the \( L_1 \) distance between any two of them is bounded by twice the mutation scale. Therefore, \( \Delta_2 \) is bounded by \( 4 \times \text{the mutation scale} \). For any \( m' \neq 1 \), this bound no longer holds, and \( \Delta_2 \) can be as large as twice the size of the parameter vector domain. Hence, setting \( m' = 1 \) provides a significant accuracy boost to EEM. The accuracy of EMM, however, is not dramatically affected by \( m' \), since \( \Delta_1 \) can always be as large as twice the domain size for any \( m' \).

### 5.2 SVM Classification

Support vector machine (SVM) [5] is a popular tool for classification, which predicts the labels of new observations based on existing observations with labels. For simplicity, we focus on SVM with linear kernels [29]; our solution can be extended to SVMs with non-linear kernels similarly as in [29].

Let \( D \in \mathbb{R}^n \) be a database containing \( n \) tuples sampled from a \( d \)-dimensional domain \( T = [-1, 1]^{d-1} \times [-1, 1] \). We denote the \( i \)-th \((i \in [1, d-1])\) dimension of \( T \) as \( X_i \), and the last dimension of \( T \) as \( Y \). For ease of exposition, we use \( x \) to denote a vector in \([-1, 1]^{d-1}\), and use \( t = (x, y) \) to denote a tuple in \( D \). A linear SVM classifier on \( D \) is defined as follows.

**Definition 2 (SVM Classification).** Given \( \hat{x} = (\hat{x}_1, \hat{x}_2, \ldots, \hat{x}_{d-1}) \), a linear SVM classifier on \( D \) predicts the \( Y \) value associated with \( \hat{x} \) as:
\[
\hat{y} = \begin{cases} 
1, & \text{if } x^T \alpha^* + \beta^* > 0 \\
-1, & \text{otherwise}
\end{cases}
\]

where \( \alpha^* \) is a vector of \( d-1 \) real numbers and \( \beta^* \) is a real number, such that
\[
(x^T \alpha^* + \beta^* = \arg \max_{\alpha, \beta} - \frac{1}{2} ||\alpha||^2 + C \sum_{(x,y) \in D} \xi(x, y),
\]
where \( \xi(x, y) = \max \{ 1 - y(x^T \alpha + \beta), 0 \} \), referred to as the hinge-loss function.

To solve SVM classification with PrivGene, we define each parameter vectors as a \( d \)-dimensional vector, such that the first \( i \) \((i \in [1, d-1])\) dimensions correspond to \( \alpha \) and the last dimension correspond to \( \beta \). In addition, the tuple fitting function is defined as
\[
q(t, \omega) = -C \max \left\{ 1 - y(x^T \alpha + \beta), 0 \right\}, \quad (14)
\]
which is in accordance with Definition 2. As for the damping factor \( \Delta \) for EEM, we derive it based on an analysis of \( \Delta_1 \) and \( \Delta_2 \), as formulated in Equations 10 and 12.

First, let us consider \( \Delta_1 \). By Equation 10, we can calculate an upper bound for \( \Delta_1 \) based on the maximum and minimum possible values of \( q(t, \omega) \) for \( t \in T \). By Equation 14, \( \max_{t \in T} q(t, \omega) = 0 \) trivially holds. Meanwhile,
\[
\min_{t \in T} q(t, \omega) = \min_{t \in T} -C \max \left\{ 1 - y(x^T \alpha + \beta), 0 \right\} \\
= -C \max_{t \in T} \left( 1 + x^T \alpha + \beta \right) \\
\geq -C \left( \sum_{k=1}^{d} |\omega_k| + 1 \right).
\]
Therefore, we have an upperbound of $\Delta_1$ as follows:

$$\Delta_1 \leq 2C\max_{\omega, \omega' \in \Omega} \left( \sum_{k=1}^{d} |\omega_k| + 1 \right).$$ (15)

Next, we derive an upperbound of $\Delta_2$. This, by Equation 12, can be achieved by upperbounding $q(t, \omega) - q(t, \omega')$ for any pair of parameter vectors $\omega, \omega'$ and any tuple $t$. Observe that, for any $t = (x, y)$, we have

$$q(t, \omega) - q(t, \omega') = C\max \left\{ 1 - y(x^T \alpha + \beta), 0 \right\} - C\max \left\{ 1 - y(x^T \alpha + \beta), 0 \right\}$$

$$= C \cdot \frac{1}{2} - \frac{1}{2} \cdot \frac{1 - y(x^T \alpha + \beta)}{2}$$

$$\leq C \cdot \frac{1}{2} \left( (x^T \alpha - \beta) - (x^T \alpha' + \beta') \right) + C \cdot \frac{1}{2} \left( y(x^T \alpha + \beta) - (x^T \alpha' + \beta') \right)$$

$$\leq C \left| \left( x^T \alpha + \beta \right) - (x^T \alpha' + \beta') \right|.$$ (16)

By combining the upperbounds for $\Delta_1$ and $\Delta_2$, we obtain the following damping factor $\Delta$:

$$\Delta \geq 2C \cdot \min \left\{ \max_{\omega, \omega' \in \Omega} \left( \sum_{k=1}^{d} |\omega_k| + 1 \right), \max_{\omega, \omega' \in \Omega} \left( \sum_{k=1}^{d} |\omega_k - \omega'_k| \right) \right\}.$$ (17)

Similar to the case of logistic regression, when (and only when) $m' = 1$, $\Delta_1$ is bounded by $2C$ times the mutation scale. Hence, EEM with $m' = 1$ leads to high accuracy for PrivGene.

### 5.3 $k$-means Clustering

Let $k$ be a positive integer, and $D$ be a private database containing $n$ tuples from a domain $T = [-1, 1]^d$. Given $k$ and $D$, a $k$-means clustering [25] on $D$ identifies $k$ elements $c_1, c_2, \ldots, c_k \in T$ (referred to as centers), such that each tuple in $D$ has a small distance to at least one center. The formal definition is as follows:

**Definition 3 (k-MEANS CLUSTERING).** A $k$-means clustering on $D$ returns a set $C = \{c_1, c_2, \ldots, c_k\}$, such that $c_i \in T$ ($i \in [1, d]$) and

$$C^* = \arg \max_{C} \sum_{t \in D} \text{dist}(t, C),$$

where $\text{dist}(t, C) = \min_{c \in C} ||t - c||^2$. (18)

To adopt PrivGene for $k$-means clustering, we define each parameter vector $\omega$ as a $k \cdot d$-dimensional vector from $[-1, 1]^{kd}$, such that the $(k \cdot i + j)$-th element in $\omega$ represents the $j$-th coordinate of the $i$-th center $c_i$. For convenience, we abuse notation and define $\omega_i$ as a $d$-dimensional vector whose $j$-th element equals the $(k \cdot i + j)$-th element in $\omega$, i.e., $\omega_i$ represents $c_i$. Then, the tuple fitting function for any tuple $t \in D$ is defined as

$$q(t, \omega) = - \min_{i \in [1, d]} ||t - \omega_i||^2.$$ (19)

To derive the damping factor $\Delta$ for EEM, we need to calculate an upperbound for $\Delta_1$ (in Equation 10) and $\Delta_2$ (in Equation 12).

For $\Delta_1$, we have

$$\Delta_1 \leq \max_{t, t' \in T, \omega \in \Omega} q(t, \omega) - q(t', \omega) \leq \max_{t, t' \in T, \omega \in \Omega} -q(t, \omega)$$

$$= \max_{c \in \Omega} \sum_{t \in T \cap \Omega} \min_{c \in \Omega} ||t - c||^2 \leq \sum_{c \in \Omega} \sum_{t \in T} ||t - c||^2. $$ (20)

On the other hand, we find it difficult to derive a non-trivial upperbound for $\Delta_2$, as it is hard to quantify the maximum value of $q(t, \omega) - q(t, \omega')$ for any $t \in T$ and any $\omega, \omega' \in \Omega$. In that case, we resort to populating $\omega_i$ with $\omega_i$ by the center closest to $t$ (among all $d$ centers represented by $\omega$). Assume without loss of generality that, among the centers represented by $\omega$, the $i$-th center is closest to $t$. Suppose that we replace $\omega$ with $\omega'$. In that case, the closest center to $t$ might change from the $i$-th center $c_i$ to the $j$-th center $c_j (i \neq j)$, in which case $q(t, \omega')$ is decided by the $c_j$ instead of $c_i$. Therefore, if we are to derive the maximum value of $q(t, \omega) - q(t, \omega')$, then we must take into account all possible changes in the center closest to $t$, which leads to highly complicated analysis.

Due to the difficulty in upperbounding $\Delta_2$, we use only $\Delta_1$ to derive $\Delta$, resulting in $\Delta \geq \min\{\Delta_1, \Delta_2\} = \Delta_1$. In that case, EEM is degenerates to the exponential mechanism (EM), since $\Delta_1$ is exactly the damping factor used by the latter. In other words, our solution for $k$-means clustering adopts EM instead of EEM.

### 5.4 Choosing Initial Candidate Set

As discussed in Section 3, the performance of PrivGene can be improved if the initial candidate set $\Omega$ contains at least one reasonably good parameter vector. Towards this end, for logistic regression and SVM classification, we heuristically generate $m = 200$ parameter vectors in $\Omega$ as follows. First, we insert into $\Omega$ 180 vectors that are randomly selected from the solution space. After that, we add another 10 vectors to $\Omega$, such that the first $d - 1$ elements in each vector equal 0, while the last element is a random positive number. We denote this set of 10 vectors as $\Omega^+$. Finally, we add 10 vectors (denoted by $\Omega^- \rightarrow \Omega$ with a random negative number in the last dimension, and 0 in all other dimensions.

Essentially, each parameter vector in $\Omega^+ (\Omega^-)$ gives a naive logistic or SVM model that predicts $Y = 1 (\text{resp.} Y \neq 1)$ for any given tuple. Although such naive models are not accurate in general, they can sometimes serve as a good starting point for PrivGene. To explain, let us consider a dataset $D$ where 70% of the tuples have the same $Y$ values (regardless of whether they all have $Y = 1$ or $Y \neq 1$). Then, at least 10 parameter vectors in $\Omega$ provide a model that can correctly predict the $Y$ value of 70% of the tuples, resulting in 70% predication accuracy. This, intuitively, gives PrivGene a good initial set of solutions. In general, $\Omega^+$ and $\Omega^-$ tend to improve the performance of PrivGene for logistic regression and SVM classification, especially when a large majority of the tuples in the given dataset have the same values on $Y$. Note that the generation of $\Omega^+$ and $\Omega^-$ incur no privacy cost, as they are independent of the input data.

For $k$-means clustering, however, there is no obvious way to generate parameter vectors that correspond to reasonably good solutions.

In that case, we resort to populating $\Omega$ with 200 vectors randomly sampled from the solution space.
6. EXPERIMENTS

This section experimentally evaluates PrivGene on six real datasets: (i) Adult [2, 12], which includes information of 48,842 individuals extracted from the 1994 US Census database, (ii) Banking [12], a marketing dataset from a banking institution on 45,211 individuals, (iii) US [1], containing 40,000 US census records, (iv) BR [1], consisting of 38,000 Brazilian census records, (v) Lifesci, a life sciences dataset available at http://komarix.org/acids/l, (vi) Image, an image dataset with 34,112 RGB vectors retrieved from http://cs.joensuu.fi/sipu/datasets/. Adult, Banking, BR and US are used for logistic regression and SVM classification; Lifesci and Image are used in the k-means clustering experiments.

Adult, Banking, US, and BR contain both continuous and categorical attributes. Following common practice in regression and classification, we transform each categorical attribute with l possible values into l binary attributes. We also normalize the values of each attribute to the range [−1, 1]. After these preprocessing steps, the dimensionalities of datasets Adult, Banking, US, and BR become 124, 33, 58, and 53, respectively. For k-means clustering, we choose k = 3, 5 for Lifesci and k = 10, 15 for Image. Table 2 summarizes the properties of each dataset.

As shown in Table 2, in each regression or classification task, we label a tuple with Y = 1 if it belongs to a specific class, e.g., yearly income over 50k in Adult. In particular, in logistic regression, we predict a tuple t to be in the Y = 1 class, whenever t has over 50% probability to have Y = 1 under the logistic model. We measure the performance of a logistic model or an SVM classifier by its misclassification rate, i.e., the fraction of tuples in the testing dataset that are incorrectly classified. The performance of a k-means clustering method is evaluated by its average intra-cluster variance (also used in [27]), defined as 1/m ∑ |C|≤k ∑ ∈C ||t − c||^2, where D is the testing data and C is the set of k cluster centers.

We compare PrivGene against six competitors, namely, GUPT [27], Functional Mechanism (FM) [35], PrivateERM [3], PrivateSVM [29], NoPrivacy, and Majority. As explained in Section 2, GUPT is a generic method that can handle all three model fitting tasks in our experiments. FM and PrivateSVM are limited to logistic regression and SVM classification, respectively. PrivateERM is limited to specific classes of logistic regression (i.e., with a non-zero regularization term as explained in Section 2) and SVM classification (using the Huber loss function rather than the more popular hinge loss). We include it in our evaluations anyway, with a very small (10^-12) regularization factor in logistic regression, and Huber loss in SVM classification. The remaining SVM classification solutions (i.e., PrivGene, PrivateSVM and NoPrivacy) employ hinge loss. Note that the effectiveness of PrivateERM is sensitive to the regularization factor. In our experiments, we use fixed values of the factor that lead to relatively good performance; using the auto-tuning algorithm in [3] leads to strictly and significantly worse results than what we report. These settings are in favor of PrivateERM.

NoPrivacy directly releases the best parameters without any privacy consideration. Finally, Majority is a naive differentially private classification method: it first counts the number of tuples in the training data with Y = 1, and then adds Laplace noise to the count to ensure differential privacy; if the noisy count is larger than n/2 (n is the number of tuples in the training data), Majority always outputs Y = 1; otherwise, it always outputs Y ≠ 1. Clearly, NoPrivacy provides the best possible accuracy for any private method, whereas Majority indicates an upper bound for the misclassification rate in logistic regression and SVM classification.

Unless specified otherwise, we use the default parameter settings for each method as in previous work [3, 27, 29, 35]. GUPT requires an explicitly defined search space for parameter vectors. For regression and classification, we set the search space to [−5, 5]^d, where d is the number of elements in each parameter vector ω. For k-means clustering, we naturally set the search space to the domain of a data tuple. In addition, SVM classification requires a regularization parameter c. For NoPrivacy, we test a range of c’s and select the best one. For all other methods, we arbitrarily set C = 10 without tuning, so as to avoid leaking private information. Finally, in every regression/classification experiment, we evaluate each method by repeating 5-fold cross-validation 500 times, and report the average result. In each k-means clustering experiment, we run every method 500 times and report the average result.

6.1 Effect of Number of Iterations

PrivGene has several internal parameters, which are all fixed to values suggested in the genetic algorithms literature, except for the number of iterations r. As discussed in Section 3, we adopt a heuristic r = c · (n · ε)/m', where c is a parameter to be tuned, n is the number of tuples in the input data, and m' = 1 (resp. m' = 10) when EEM (resp. EM) is incorporated with PrivGene. To choose an appropriate value for c, we conduct experiments as follows. First, we run PrivGene+EEM for logistic regression and SVM classification on Adult and Banking, based on which we select a fixed value for c, without looking at the other datasets or the task of k-means clustering. After that, we use the selected c for all experiments. This ensures (i) that our choice of c does not reveal private information on datasets US and BR, and (ii) that PrivGene can compete against other methods without relying on manual tuning of parameters. Meanwhile, since our parameter tuning is performed based on Adult and Banking, the experimental results on the other four datasets are more important.

Figure 2 illustrates the misclassification rate of PrivGene with varying values of c, as a ratio of the misclassification rate when c = 0.5 × 10^{-3}. Observe that the misclassification rate of PrivGene tends to be high when c is either excessively small or excessively large. This is consistent with our analysis in Section 3 that (i) a small c prevents PrivGene from converging to the optimal so-

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Number of tuples</th>
<th>Dimensionality</th>
<th>Task</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adult</td>
<td>48,842</td>
<td>124</td>
<td>Predict if a person makes over 50k USD per year</td>
</tr>
<tr>
<td>Banking</td>
<td>45,211</td>
<td>33</td>
<td>Predict if a client subscribes a term deposit</td>
</tr>
<tr>
<td>US</td>
<td>40,000</td>
<td>58</td>
<td>Predict if a person makes over 25k USD per year</td>
</tr>
<tr>
<td>BR</td>
<td>38,000</td>
<td>53</td>
<td>Predict if a person makes over 300 USD per month</td>
</tr>
<tr>
<td>Lifesci</td>
<td>26,733</td>
<td>10</td>
<td>k-means clustering with k equals 3 and 5</td>
</tr>
<tr>
<td>Image</td>
<td>34,112</td>
<td>3</td>
<td>k-means clustering with k equals 10 and 15</td>
</tr>
</tbody>
</table>
6.2 Comparisons with Existing Solutions

This section compares PrivGene with existing solutions on three model fitting tasks: logistic regression, SVM classification, and k-means clustering. Note that previous work [27] evaluates GUPT on exactly the same three tasks.

Logistic Regression. Figure 3 shows the misclassification rate of each algorithm, with varying privacy budget $\varepsilon$. The error of NoPrivacy remains unchanged for all values of $\varepsilon$ since it does not enforce $\varepsilon$-differential privacy at all. Clearly, both PrivGene and PrivateERM outperform FM and GUPT in all settings. Comparing PrivGene and PrivateERM, the former achieves consistently better accuracy than the latter, except when the privacy budget $\varepsilon$ becomes extremely small (i.e., 0.05), in which case both methods obtain comparable (and relatively low) accuracy. For reasonably large $\varepsilon$, both PrivGene and PrivateERM achieve accuracy close to NoPrivacy. This result reassures that differential privacy is indeed a practical technique for model fitting on sensitive data, provided that an appropriate solution is used for the task.

Regarding Majority, its accuracy is not sensitive to the value of $\varepsilon$, because (i) there are large gaps between the number of records in the majority and minority classes on the Adult and Banking datasets, and (ii) the two classes have similar number of records on US and BR; consequently, Majority’s accuracy is close to that of a wild guess (i.e., 50%). PrivGene outperforms Majority, except when $\varepsilon$ is very small (i.e., < 0.01), or when there is a dominating majority class (e.g., on Banking, since few people subscribe to a term deposit), where the Majority’s accuracy is already close to that of NoPrivacy, leaving little space for improvement.

SVM Classification. This set of experiments compares PrivGene with existing methods on SVM classification. Figure 4 illustrates the average misclassification rate of SVM classifiers trained by different algorithms. For all 4 datasets, PrivGene and PrivateERM are highly competitive, whereas GUPT and PrivateSVM report close-to-random class labels. Meanwhile, the accuracy of the former two is again close to that of NoPrivacy in all settings, and higher than Majority in most cases, which confirms their practical usefulness. PrivGene slightly outperforms PrivGene on Adult and US, and the reverse is true on BR. This is because PrivGene’s accuracy is slight better on Adult and US than on BR, which is also evident in the set of logistic regression experiments. The reason is that the parameter $c$ is tuned based on Adult and Banking is sub-optimal on BR. Nevertheless, the accuracy loss due to this sub-optimal $c$ is small. Concerning Banking, the difference in accuracy of PrivGene, Majority and PrivateERM is negligible, due to the presence of a dominating majority class.

k-means Clustering. Figure 5 exhibits the average intra-cluster variance of each algorithm. Note that the accuracy results for Image are shown in log scale. PrivGene is again the clear winner in all settings, and the performance gap between PrivGene and GUPT increases rapidly with decreasing $\varepsilon$. At $\varepsilon = 0.1$, the accuracy of PrivGene is two orders of magnitude better than that of GUPT. Both PrivGene and GUPT are more sensitive to $\varepsilon$ compared to logistic regression and SVM classification tasks, which suggests that differentially private k-means clustering is a more difficult problem.

In summary, PrivGene outperforms both the general solution GUPT and specialized solutions FM (for logistic regression) and PrivateSVM (for SVM classification). The only method that can
compete with PrivGene is PrivateERM, which, however, relies on rather strong assumptions of the model fitting task as well as a good selection of the regularization factor. The accuracy of PrivGene is often close to that of NoPrivacy, and is generally robust against data dimensionality and (to a lesser degree) the amount of privacy budget $\varepsilon$. These results suggest that PrivGene is the method of choice for all three model fitting tasks.

### 6.3 Improvement of EEM

Having established the superiority of PrivGene over existing solutions, we next investigate the intrinsic characteristics of PrivGene. In particular, we demonstrate the effectiveness of using EEM in comparison with vanilla exponential mechanism. Figure 6a and 6b illustrate the performance of the exponential mechanism (with $m' = 1$ in order to facilitate the comparison) and EEM in terms of misclassification rate in the tasks of logistic regression and SVM classification, respectively, using the US dataset with $\varepsilon$ fixed to its maximal value 1. Using a different value for $\varepsilon$ leads to similar conclusions. There is a gap between the misclassification rate of PrivGene with EEM and with exponential mechanism, and the gap increases rapidly with the number of iterations. When PrivGene finishes all iterations, EEM wins by over 10% in terms of misclassification rate for logistic regression, and 7% for SVM classification.

Figure 7 demonstrates the results from the BR dataset with same settings as US. Again, EEM is highly effective for PrivGene compared to the original exponential mechanism. In particular, the use of EEM reduces the misclassification rate by up to 8% for logistic regression, and up to 6% for SVM classification. Considering that the accuracy of PrivGene is already close to that of NoPrivacy, improvement in PrivGene’s misclassification rate is difficult; hence, the use of EEM is strongly recommended.
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